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PREFACE

This veport dovuments the Missile Acrodynamic Coefficient
and Structure Identification Study performed by The Analytic
Sciences Corporation for the Air Force Armamentv Iaboratory,
Eelin Air Force Base, under Contract No. FO8035-77-0 U062,

The study was perio ned during the period Februasry 1977 to
October 1977, Mr. L. S, Scars managed the program for the
Laboratory. The authors wish to exmress thelr appreciation
tu the engincering staft at AFATL for their suggesvions
during the missile airframe modeling and missile flight
senscer modeling pertions of this study.

This report has been reviewed by the Information Officer
(01) and is relcas=able to the National Technical Information
Service (NT1S). At NTIS it will be available to the genceral
public, including forecign nations.
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SECTION 1
INTRODUCTION

BACRGROUND

A major problem during the design of a modern high
performance tuactical missile is predicting and modeling the
acrodyvnamic forces and moments 1t will expericence. This prob-
lem is particularly ditfficult for .wissiles which must execute
extreme maneuvers to intercept high-p targets. Themathematical
model of the marirane’'s aerodynamic behavior is needed for
antopilot and guicdance law design and for a preliminsry
evaliuation of the missile's performance. Thus, the initial
design effort normally includes many hours of wind tunnel
testing to determine an aerodynamic mnrdel. Due to the prob-
lems of tunnel and mount inter{erence, dimensional scaling,
and the reduction of the force and moment data to a suitable
analytical form, the aercdiynanic model obtained may be highly
inaccurate. In addition, the missile airframe configura-
tion may be modiiied durving the design to improve expected
performance, increase control effectiveness, or for other en-
ginevriung reasons. Modificetions to the aerodvnamic represen-
tation accounting for such changes are often based on a limited
amount of addiiional wind tunnel testing or on the best esti-

mates of the aerodvnamic designer.

The true test of the missile simulation mocel oacd
during the design and prelimipary evaluation cores du iag
flicht test. Tostilight data processing invalves @ recon-
struction ot the 1light using data taken during the test.
Dis-crepancies hetween expected and actual 1light behavior
in many cases point to inaccuracies in the aerodynamic model.

In addition. unknown coffest<s such as thrust vector misaligument,
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off-nominal thrust levels, and flight sensor model uncertaine
ties lcad t¢ addirtionnl discrepancies. Using the flight test
data to improve the aerodynamic model is o crucial phase of
missile design which tyvpically results in airtrame and/or
autopilot modifications to inmprove regions of guestionuble

performance.

In the study documented here. o method ot postflight
data processing 25 investigated which directly addresses the
alvirame modeling problem. An extended Kalman filter is de-
sipgned t0 estimate a variety of aerodynamic model and measure-
ment parameiers and a structure identificution procedurce is
demenstrated which selects among candidate models. A general
Purpose sia-degrees—of-ireedom micssile *light test mudel is
deveioped which allows flexibility in senser selection and
parameterization, as well as rapid reprogramming to accomodate

a vavriety of missile airframes.

The concept of aercdvnamic model determination from
{light data has been applied with success to aircruft (Ref-
erence 1). An ailrcraft during {flight test can be well in-
strumented with expensive and possibly redundant flight data
sensors, which can be used repeatedly. 1In addition, control
surface inputs can be designed which intentionally separate
complex aerodynamic eil -cts or excite aircraft motion in a
confined flight condition. This allows relatively simple
aerodynamic models that are valid for special cases. Flight

tests can bo repeated if senscor or telemetry problems arise.

By comparison, a missile flight test program pre-
sents a more difficult aerodyvnamic identification p.ooblem.
Because nf the cost and the destructive nature of missile

flight testing, only a relatively few flight tests are scheduled.

P

. L

P PRy g

R 4.7 kbt s B,

L L T T R




Also flight tests may have a variety of objectives in addition
to verifying cr determining the aerodynamic model. Thus the
freedom to exercise control surlaces for the purpouses of aero-
dynaniic parameter estimation may be restricted. Since a single
missile flight will likely involve large and rapid variaticn

in flight condition, aerodynamic simplifications applying only
to vestricted flight regions must be minimized.

The ma,or difference between missile and aircraft
aerodynamic parameter estimation methods lies in the airframe
modeling detail required. Full six-degrees—of~freedom kinema-
tins aleng with time-verying thrust, mass, center of gravity
and inertias are modeled in order to churacterize the tuctical
missile throughout the operating flight regime. This modelinz
complexity along with the desired {lexibility and gernerality
of 1he resuvlting postflight data prozessing algorithm places
a considerable burden on the particular parsmeter estimation
algorithm used. The algorithm must be computationully effi-
cient; it must produce accurate parameter estimates in spite
of modeling uncertointy, and user convenience must be maxi-

mized.

TECHNICAL APPRCACH

The application of modern estimation methods to the
processing of measurements from complex dynamic systems has
become commonplace in many fields of engineering. In parti-
cular, the problem of system identification, or parameter esti-
mation, has received much attention. Given the equations
necessary to describe the dynamic process (the state equations),
the associated weasurement saguations, and the system and mea-
surement noise statistics, the application of modorn estimation

methods is well understood (Reference 2).
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It is known that if{ the system mathematical descrip-
tion is accurate and if the equations are linear, the Kalman
filter gives "optimal" estimates of the system states. For
this discussion, an optimal estimator is defined as one pro-
ducing lower root mean square (rms) estimation errors than
any otvher estimation technique. In addition to being an opti-
mal estimator, the Kalman filter automaticaily computes the

rms accuracy of its estimates.

The linearity restriction mentioned above 1is rareiy
satisfied in realistic physical problems such as the one con-
sidered here. Thus, it is common to linearize the system
equations about the current system state estimates in order
tc gotoermine an "approximately cptimal' system estimate. If
the system is '"'nearly linear'" in tne region which contains
the system states aud estimates, then this type of filter
provides a nearly optimal estimate. This approach, used here,
has been highly successful in a variety of engineering appli-
cations and is called the Extended Kalman Filter (EKF).

In applving the EKF to parameter identification, the
equations of motion -- i.e., the model structure -- are assumed
to be known to within a set of uncertain parameters. The
parameter vector, e.g., the set of aerodynamic coefficients, is
distinguished from the vehicle's dynamic state vector -- posi-
tions, velocities, etc. The parameter vector is adjoined to
the dvnamic state vector to form an augmented state vector.

The EKF for the augmented state can be applied in a straight-
forward manner. After measurement processing, that portion oi
the augmented state representing the parameter vector yields
parameter estimates. Parame!er estimation accuracy is obtained

from the final augmented sta.e covariance matrix.
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A model structure identification method is also devel-
oped and evaluated in this report. The method requires that ,
several candidate¢ structures be postulated and the defining 2
parameters estimated. The system models are statistically com- :
pared using information stored during the course of processing

with each EKF, and the most probable system model is selected.

ORGANIZATION OF THE REPORT

This report is organized as follows: Section II dis-
cusses the six-degrees-of-freedom airframe dynamics and the
aerodynamic parameterization. Frequently encountered missile ;
flight instrumentation is described in Section 1II1 along wath '
the associated math models. Section IV describes the EKF, pre-
sents a partitioned form of the conventional extended Kalman
filter tailored specifically for the large-scale parameter
identification problem, and discusses the implementation of the
EKF for the airframe identification problem. Section V pre-
sents aerodynamic parameter estimation results obtained uti-
lizing computcr-gencrated svynthetic measurements from a typi-
cal short range air-to-air missile. A structure identifica-
tion method is developed in Section VI and test cases are pre-
sented which demonstrate its ability to select the correct

aerodynamic model stiructure from a family of candidate models., i

Section VII discusses an application of the identification algo- o

A L 1

rithm to actual flight data taken from an aerodynamically con-

Py

fen ey

trolled airframe. Section VIII summarizes the study and pre-

sents the major conclusions.
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: THE MISSILE AIRFRAME MODEL 53 :

! i B

B

OVERVIEW Dk

g The generaiized six-degrees-of-Iireedom missile air- ?' 1

: frame model used in this effort includes 12 fundamental state ; ,%

f variables: j

® Three missile inertial velocity com- f

' ponents in body axes .

e Three inertial positions to locate 5; i

the missile center of gravity (CG) {

Three rotation rates of the body axes t

with respect to inertial space ;

s Three Euler angles to locate the body
axes in inertial space.

A generalized aerodvnamic model provides force and moment co-

ceificients as a Tuncilon i the 10110Wing inputs:

e Angle-of-attack

® Angle—~of-gideslip i
. Mach number

® Control deflections

® Inertial rotation rates

© Angle-of-attack and sideslip rates

° Total relative velocity mapgnitude,

This model utilices o Taylor's Sceriesz oxpansion for the acro- d

dynamic iorce and moment cocedfiicients in terms of the above

—————— i



input variables., Terms up tu third order are considered,

with appropriate terms selcected by considering a variety ol
missile contigurations, as well as utilizing the symmetricad .
nature of the general missile airframe with respect to a sin-

gle plane of symnmetry (Reference 3).  The nerodynamic moments

are assumed to be referenced to a fixed point on the missile

airframe, and mist be translated to account for €6 travel

while thrusting., The tlipht time-histories of threce composite :
control surface dellections are provided -- the pitch. vaw,
and roll contrel detlections.  The level of wodeling detatrd
assumed is tyvplieal of o that u=ed in posttlipht trajectory re-

construction from Yiight data.

The oarth 1< assumed flat and nonrotating ifor the
durati1on of the missile flight.  An awmosphere model provides
doensity, pressure, speed o! sound and inertial wind velocity
as o tunction of alvitude. For missile $11ight tests ul hiph
altitudes the wand can contribute significantly 1o the etfoe-
tive anple-of~uattack., The cifects of atmospheric wind on
missile acrodvnamic forces and moments is aecurately repre-

sented,

The misscile wirfrane may be thrusting with variable
Miss, moments ol dincrtia, and €6 Jocutions.  Thrust values
are determined by oan input table ol sen level thrust versus ;
fiighti=time, with corrections for thrust variatyon with itl- .
Tude . Yhe mass, Gfnertie and CG oproportics are computed pee
portional 1o the integral of thrust Cimpul=ed), vegn vico as
.

inputs only the Juunch and burnout vidues ' oo o 20 v toa

and CG location.

The siv-doprecs—-of=-frecdom wmissite model descrabead

-

—
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in the engincering application of Kalman filtering methods to
account for these known (and sometimes unknown) model details
by assuming random inputs (process noise) to the dynamic equa-
tions of motion. To this end, six additional random states are
added - the 12 fundamental airframe states. These can be used
10 repregsent modeling uncertainties such as bending effects,
unstaady aerodynamics, wind gusts, or control deflection mea-
surcement ¢rrors., Three random force states and three random
roment states are modeied., The rms magnitude and bandwidth

for each disturbance state are required inpuits 1o describe

these randow eftects.

COORDINATE YRAMES AND NOTATION

Two coordinate frames are used Irequently in the
missile airframe model; these are an inertial {frame and a
missile bLody-tixed irame. The direction cosine matrix com-
ruted from an appropriate sel of Euler angles provides the
necessary transformation between frames. Superscripts 1
(inertial frame) and b (body frame) are used to indicate the
purticular frame associated with the coordinates of a given

vector,

The inertial coordinute irame assumes a flat non-
rotuting carth and is fixed at launch. The origin of the
l1-itrame i+ lociteod on the surface of the earth below the
launch point (ligure 1). The x and y inertial directions
are horizoital whiise the z axis is down. The X axis is
oriented in the downrauge direction while v is crossrange

1o the right. Note that altitude is in the negative z di-~

rection in this set of coordinates.
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Figure 1. Inertial and Rody Coordinate Svstems
The body coordinate frame is located alony principal : 3
. . . . i
body axes; i1.e., all cross products of inertia are zero (Fig- ; 4
ure 1). The x-axis is along the centerline positive forward. !
The y- and z~-axis define the missile control planes: i.e., v
: A
missile contrnl commands are given in the x-z plane (pitch j
plane) and the x-y plane (vaw plane). The originr o1 _hv j
i
body irame is the missile CG. '
i
The transformation between inertial and hody axes :
is accomplished via the direction cosine transformation.

This transformation is defined in terms of three Euler angies,
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¢ = roll angle :
3
¢ = pitch attitude ’;
L= yvaw attitude {
A comploeoe desceripirion of these angles s contained in Retf- :
crence b The resulting direction cosaine transformation 1rom
. . . I . . ,
body 1o ipertial (CB) is given by Table 1.
TAPIL 1. DIRLCCTTON COSINL TRANSFORMATION MATRIN ELFMEXNTS ;
: |
o ol :
-d Bl 17
- ~ +
1.1 COSC COSt :
1,2 sing sintg Cos, — COSy Sing
1.3 COos; sing cosg + sing sine
2.1 cost sing
2.2 sing sin? sine v Ccosy COs v
2,3 COsS? sintg sin;, - £inge cosy
I
3.1 -~ sing
3,2 sing cos¢
3,3 l cOs¢ Ccost
Certaln notation conventions used in the missile model
Ore orresented pelows
° All vectors are underscored
. A dot over u quuntity indicates its
total time-derivative £
J
) LElemenis of a voector are subscripted @
by the appropriate index. 1.e.. wg 1is i
the third component of the vector » [
;
[




T BRI e

- _"."z @-'m‘: g et

g
Ao
PPN

ol

L R e R TS AT Y RN, AT, %MW’%’ CREGUEANATIEPRAPISE S T

Thus C?
inverse

MISSILE

[ s e RRTRCER

A "x" between two three-element vectors
represents the cross product, i.e.,
w X Vv

The cross product equivalent matrix
w is given by

w = w 0 -Wq such that w x v° = wv

The quantity EI will be used to repre-
sent the gravity vector in inertial coor-

dinates, i.e.,

The direction cosine transformaticn
relating the I- and B-frames is given
by C? where, for example

S

transforms vectors from the I- to the B-~-frame. The
of € will be designated Cg so that

o = cé B

EQUAT1ONS OF MOTION

The nonlinear differential equationrs which must be

propagated to determine the 12 fundamenial missilc states

consist of the four interrelated threc-element veclcr «gua-~

tions summarized below:

+ B
\t

QAC 5P

=1 ~-T B I . _'B P -
__& + ..Tn,. ~ CI g -~ w x v _1_1_ ()
Cé XB (2
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‘tives of

- \\'2\\'3(12 1) )
- - _ e s e w - +
w {IN ] NAD gm QACE Ly T g “3“1(Ix Iz) Zm
wlwz(ly 1)
(3)
i W, + (sin¢ w, + cos$ w,) tan@
. 1 lg v
6 | = i cosd w, - sind Wa (4)
4/ N (sing w, + cos¢ w,)/cos®

gides ©f these lour eguations represent the deriva-

+the 12 fundamental missile states, defined as follows:

B . . . . .
vo= missile velocity with respect to iner-

- tial space in bodyv axes

r' = missile CG position vector in inertial
space

= miesile rotation rates with respect to
inezrtial space always understood to be
expressrd 1n body coordinates

i=
1

v o= 1’ vector made up of the three Euler
angles which locate the body axes orienta-
tion with respect to inertiial space.

The foilowing symbols are used above and will be further de-

fined in subsequent subsections:

© = dvnamic pressure

A = acrodynamic reference area

C; = mercdynamic force coefficients
m = MASH

f = thrust vector in body axes

r. = acceleration perturbation input

—
3]

Ny ¥ lnertla matrix contuaining inertias IY,IV.17

NPT 2y

B




D = aerodynamic reference length
= gerodvnamic moment coefficients

Cg = vector from aerodynamic reference
point to the CG

m. = thrust moment vector
Im = perturbation moment vector

The right side of Equation 1 includes the summation of

211 forces acting on the missile. The five terwms on the right
side of the equation, from left to right, represent the follow-
ing:

o Aerodynamic forces in body axes

® Thrust forces in body axes

o Projection of gravity onto body axes
o Coriolis contributions

) Random perturbation effects.

Equation 2 defines the rate of change of missile
inertial position as the transformation of the body-referenced
velocity XB. The right side of Equation 3 represents the sum-
mation of all moments acting on the airframe. The quantity
[IN’1] is the diagonal inertia matrix; the five terms included
within the braces in Equation 3, from left to right, represent

the {following:
o Aerodynamic moments about the body-fixed
aerodynamic refcrence point

e Aerodyvnamic moment translation to CG
location

. Thrust moment about the CG

e ok A )

& g




® Gyroscopic coupling terms

. Random moment perturbation terms.

Equation 4 represents the dynamics of the Euler angle stiates:
these equations are derived in Reference 4,

THRUST AND MASS MODELS

The analyvtical expressions Tor aerodynamic and thrust
forces and moments are in some cases highly airframe-specific.
Thue, the general purpose airframe model proposed here mayv not
be applicable in all casmes., Nevertheless, there is consider-
able commonality between the majority of missile airfruame
models o thet few changes will be necessury to represent a

variety of airf{rame types.

Variations among different missile airframes are

separated into two categories,

° Thrust-mass characterisiics

L] Aerodvnamic representation.

The time-varving thrust and mass characteristics of
an arbitrary missile are fundamentally related. The nature of
this relationship is used here to minimize the inputs reguired

10 define a specific missile configuration.

A missile thrust versus time profile at seu level is

assumed in tabular form. Lincur interpolation provides i

continuous sea level thrus? (qu) time~-history. The mass

N b, AR A o i T ®
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1lov rate is assumed preportionsd 1\"Tq] so that musg and

mass-related characteristicvs ecan be modeled as linear tunc-

D

tions of the thrust antegral.  The miraile mass charactoer - !
isticy requived arve: !
) Mass (m) '
] Moments of incrtia about body daxes

(assuned principad axesy I, 1., 1

_ , . . v big
with diagoenud Inertia lensor, o
1 0 Q0
r X
IV P R T
I\J \
O X 1
z
» Cornrdinates ol CG 1ruvel from the acro-

dynamic reference point, {(cg-a three
celenent vectoly )

The time-variation o! these @“evon mass-related variauvles is
¥

computed 1rom the launch (full) values, the bLurnout cempty)

values and the thiust versus time table.  1In particular,

.t

fo TSI(I> di {6
mit) = mI - }Lb (m] - mbo) (D) ‘
Jo Tsl(T) dr :

wvhore

m{*) = missile mass at 1ime t

th = time at burnout
TS](L) = sea level thrust at time t
n,1 launch mass

= burnout miss

130
Lo
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The momeuts of inertia and CG travel are computed in a similar

manner.

Sea level thrust is corrected te account for altitude
variatious using the exhaust gas exit (aex). The resulting
thrust at altitude T is given by

T=Tgy % (pg - p(alt)) a_ (6)

where

[

sea level reference pressure

Pg
(2116 1b/sq ft)

actual pressure altitude {from the
atmosphere model®

1l

p(alt)

The primary thrust direction is along the positive
body x-axis. Thrust vector misalignments and/or thrust vector
control prodnce lateral forces and thrust moments. The model
presented here accounts for thrust misalignment but does not
e¥plicitly consider thrust vector controls (TVC). ©Note that
TVC and thrust misalignments are mndeled in a similar manner,

so that the framework for a TVC model is inciuded.

Figure 2 shows a planar representation of the
thrust moment effects. Note the body axes are assumed fixed
at the missile CG which may be located arbitarily with respect
to the gecmeiric missile centerline. The point of thrust
attachment to the missiie airf{rame, as well as the aerodynamic
reference point, arc assumed to be fixed along the missile
geometric centerline. The vector cg gives the CG travel from

the stationary aerodynamic reference peint. The cg vector

*
The 1962 ARDC reference atmosphere is assumed in this study.

xR

T
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Figure 2. Planar Thrust Misalignment and
CG Travel Diagram

points towards the C5 and is specified in body axes. 7The
thrust attachment point along the geometric centerline s
referenced {rom the ac¢rodvnamic reference point. The vari-
able TAP indicates the distance from the aerodynamic reflerence
point to the thrust attachment point; the positive direction

is indicated in Figure 2.

Small angular thru

st vector misulignments €, and ¢ _
o
are considere< as positive thrust rotations about the v and

2z body axes. The thrust vector in body axes is given by,

= € (7)

A vector from the CG posiiion to the thrust attachment point is

given by,

= - ng (8)

17
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The thrust woment about the CG is given by : P
i b
N
m, = r..... M Y AR &
-1 —TAIN it LR ) .
{3
by]
AERODYNAMIC MODELING ' 1
t i}
B |
Siv=drgrees-of-freedom acrodynamic models arce. in most '

vases highly vehicle specific,utilizing a variety of one-
Two-, and three-dimensional tables, as well as Tavior serjes
expansicns, triconometric expansions and o:her analvtic func-
tions, o characterize the wind tunnel data.  The comnen link
Detweon the vavrious aeradynamic models is in the sot ol in-
dojendent vagiat Tos which must be related o the acrodynamic

forces and moment:, These variables are dofined in this scotion.

Tho relative velocity vectory ANe defines the move-
ment of the missile through the surrounding air mass. The
wind velocioy (y, ) is defined as the movement of the surround-
ing air mass with vespect to the inertial coordinuate sy stem.

Conscquently.the relative velocity 18 given by,

\ :\"—C v (10\

The velocity voods assumed (o be a Tunction only ot altitude.
VoNe

Wond vorsus altiteic tables must be supplied to the model .

The relacive veloecity 1s expressed in terms of the
relative velocaty mugnitage (\'m) and two angles which define
the pesition of the relative velocity vector in body axes.

Two sets of relative velocity vector orientation angles are

used frequently 2n missile models.  Angloe-of-atifack (a) and

amile-ol-sideslip (F) arce used exclusively for airceraft and
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for winged missiles with a dominant single plane of symmetry.
For these vehicles sideslip is controiled to be small and this
fact often simplifies the mathematical representation of

the vaw plane aerodynamic model.

For missiles with two planes of symmetry, €.g., cru-
ciform missiles, aerodvnamics are frequently modeled as func-
tions of aerodvnamic roll ¢A and total angle-of-attack Qe
This permits the usc of the known vehicle symmetry toe simplify

the aerodynamic representaiicn (References 5 and 6).

Angle-of-attack and sideslip are sometimes required
to be Euler angles relarting ithe body ares 1o a "wind aaes”
syvstem -- i.¢., a coordinate system with one axis along the
relative velocity direction., In this case,a and # are defined
by:

o = tan * (v [v. . (11)
Ts Y1)
po=osinTh (v /vo) (12)
2
where
At = (\ +"‘72‘ + v )1/? (]3)
m Ty rq rq

The angle-of-uttack and sideslip can be used to
characterize the aerodvnamics of missiles with both single
and dual plane oi symmetry. This more general {formulaticn
is adopted here. Nevertheless, it is recognizeo .hat in
special cases the (QT, QA) representation may lead to reduced
crder parameterizations and thus more efficient purameroer

identification.
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An alriernate definition of sideslip is frequently
used in missile modeling where the "wind axes' are rarely
required. This definition is used here und is given by,

) -1
§ = tan (vp /v ) (14)
2 1
This sideslip definition does not result in an Euler angle
set. The similarity between the o and B computations of Equa-
tions 11 and 14 zllows some simplification of the aerodynamic

model for cruciform missiles.

A gencralized missile model in o ard B cannot assume

«©

oo
LX)

2

and R may be equally large. Never-

[¢)
4]

f small. In many
theless the assumption of at least one plane of symmetry --
the xz plane -- will be used to simplify the aerodynamic model.

The model given here assumes all aerodynamic forces
and moments to be linear in mach number about some reference
value, MO. This assumption limits the xregion of applicability
of the model to flight segments where Mach variations are small.
The speed of sound v is required for the computation of
mach number M. The speed of sound is computed as a function
of missile gltitude. Mach number is given by:

M= v /v (15)

Both aerodynamic forces and momenils are assumed proportional

to dynamic¢ pressure Q.

Q= pvijz (16)

1

where the atmospneric density p is computed as a function of
altvitude from the atmosphere model. In addition, tne aero-

PP TR
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dynamic force in Equation 1 is proportional to some specified
reference area A while the aerodvnamic mcements (Equation 3) : ;
are proportional tc the product of reference area and reference :

distance, AD.

In addition to o, B, and M the aerodynamic coefficients
are functions of the aerodynamic control surface deflections,
Missile control surface deflections are commonly governed by
three independent commands. These commands are designed to
produce torgues about the three body axes thus achileving con-
trol in pitch, yaw, and roll. The pitch, yvaw, and roll con-
trol deflections are required by the generalized model pre-

.
IR, S et e

senied here,

Measurementi of control surface deflection requires
instrumentation of actuator response -- a measurement Ire-
guently not required for operational missile configurations. ;
In some cases actualor response measurements may not be
available ¢r may be impractical. A more easily obtained mea-
urement is the control surface command which resulis from

the autopilot subsystem. These commands are related to the
actual deflections through the actuator dynamics. Actuator
dynamics are typically wide bandwidth with re:pect to

the dominant airframe frequency response, and thus may be
ignored in some cases. If control suriace command rather ! é

than actual actuator response is used to model the airframc {
input, the effects of actuator dynamic lag should be investi- q
gated. This can be complicated since sactuator lags may in-

volve calculation of acrcdynamic hinge moments, detalled motor ;
modeling and/or hydranlic servo medels. The model wresented f

here assumes that measurements of actual control deflections

are aveilable., .
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Six independent variables required for aerodynamic
modeling have been described thus far -- angle-of-attack,
sideslip, mach number, and three control deflections. These
quantities define the static behavior of the acrodynamics,
i.e., a vehicle fixed with respect Lo the airflow will ex-
perience forces und moments as functions of these quantities.,
Most wind tunnel studies provide only static empirical force
and moment relationships. Additional dvnamic forces and
moments arise as a result of the time-variantion of the air-

frmae with respect to the airflow.

The dynamic aerodyvnamic effects are often computed

analytically using theoretical aerodynumic concepts., Dynamic

wind tunncl testing methods are sometimes used (Reference 7). The

most common dynamic terms considered are the aerodynamic damp-
ing moments. In additicon, magnus terms are sometimes added
which couple the pitch and vaw aerodyvnamics when roll rates
exist.  The additional variables required to represent the
dynamic terms are missile rotation rates -- p q and r represent-
ing rotation rates about body X-,y- and z-axes, respectively --

as well a3 o and H. The standard normalizing factor D/2v"l

is usced 1o normalize the dynamic aercdynamic terms.

A genceralized mathematicual model in the forn: of Tavlor
series expansions relates the 12 independent variables to the
G acrocsnamic forces and moments. This model is delined in
terns ol time-invariant parameters in order to make use of
parameter identiiication methods. The complete aerodynamic

“"

nodel is given by Tables 2 through 9.
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TABLE 2. AERODYNAMIC FORCE COEFFICIENTS
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TABLE 4, AERODYNAMIC YAW MOMENT -- CN ;
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SECTION I1II _
MISSILE FLIGHT TEST MEASUREMENTS

Data taken during the course of missile flight test-
ing for the purpose of post flight anzlysis include ground-
based missile position tracking data and telemetry rocords
from signals generated ounboard the missile. The potentisal
measurements available and their mathematical models are
discussed in this section. During data nrocessing all me{.sure-~
ments #re assumed discrete with a constant da@g rate.

NG

[}
ACCELFRATION MEASUREMENTS

Three body--fixed accelerometers are assumed to pro-

vide specific force measurements along the body x-, v-, and z-

axes. These sensors are typically located near the noze of
the missile and thus also sense the effects of body roitations.
They are 1iﬁe1y to be "controli quality'" accelerometers sub-
ject to large biases, scuale factor uncertainty, and nolse.

The accelerometer measurement is modeled by :
£, 1, . ,
a_ = [I+SFEa] {7; + ~ + Ex(ﬂxzs) + EXES} + Ra + éa (lf)
where
2, = measured acceleration
ia = aerodynamic force vector
it = thrust force vector

w = missile rotation rate

r. = Sensor location with respect to the
N aerodynamic reference point, in body axes

.
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accelerometer measurament noise

= gccelerometer bias error

e T W AR g
»
i

I = unit identity matrix :

SFE_ = diagonal matrix containing accelerometer
scale factor errors ;

RATE GYRO MEASUREMENTS

DA ! A AL NI, d i v ot

Three body fixed rate gyros are assumed. Rate gyros

o Rt sl ot o o R bt
’

used in missile control are subject to bias errors, scale

oy

factor errors and acceleration sensitive errors. The rate
gyro model used is given by

i .3, SRS

. v . e & i Y . ot LV e W 2
LoV e T At Bt i T

w = |T+SFE w + LASE] a_ + b + £ 18
w, = [1esFE] w o+ [asE] 2, + b+ £, (18) _
]
H where 3
i
i W, = rate gyro measurement
t
E SFE_ = diagonal matrix containing rate gyro 1
i €  scale factor errors 1
v |
' i
i ! Eg = gyro bias drift error i
i ;
: [ASE] = 3x3 matrix of acceleration sensitive
{ érift errors
: !
‘ }
y a_ = acceleration in body axes at gyro A
B location
gg = accelerometer white measurement noise
“fhe gyro and aceelerometer instrument packages are located at j

approxamalely ithe same location, so that

by T
=:9‘4:1..+CB_

. 1 , - o
el Hg T T m 1 Bt wx(wxrg) owerg (19)
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ANGLE-CF-ATTACK AND SIDESLIP MEASUREMENTS

Knowledge of the relationship between the angle-of-

-

attack and sideslip and the missile dynamic response is the
key to determining the analytical model for the aerodyvnamic
forces and moments. In some cases, angle-of-attack and side-
slip can be determined implicitly using the accelerometer and
gyro sensors. Alternately, the angle-of-attack and sideslip
may be measured explicitly using the appropriate sensors. Ac-
celerometers and gyros measure missile characteristics with
respect to inertial space, whereas angle-of-attack and side-
slip are functions of the relative velocity. If significant
wind is present, the accelerometers and gyros may not provide
sufficient angle-of-attack and sideslip accuracy.

For missile flight tests, the a-B8 sensor consists of
a boom projecting ahead of the missile into the free airstream,
bevond possible interference with the detached shock wave.
Two wind vanes are attached to the boom and allowed rotational
freedom in orthogonal planes (Reference 8). The vanes remain
aligned with the relative airflow; thus the vane angles mea-
sured with respect to the fixed boom provide an indication of
the angle-~of-attack and sideslip at the missile nose. Mea-
surement lags result because of vane inertias and rotational

friction.,

Various attempts have been made to calibrate a-f sen-
sors by inflight calibration methods (Keferences 9 and 190).
These studies indicate poor agreement between manufacturer's
calibration results and inflight verification. as well as
large discrepancies in the predicted sensor lags. Conse-

quently, effective use of the a-p sensor may require identi-

fication of o variety of sensor parameters.
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The a and B required within the aerodynamic model
discussed in Section II are derived from the relative velocity
at the missile CG. The o and £ as measured at the missile
nose will include the effects of missile rotations with re-~
spect to the airstream. Consider the following example:

Missile velocity = 1200 ft/sec
Pitech rotation rate = 4 rad/sec
a~f sensor to CG distance = 3 ft

Angle-of-attack at CG = 0

A discrepancy in angle-of-attack at the CG and angle-of-attack
at the nose of 0.01 radian (0,56 degree) results. Failure to
accurately model this effect may account for the in-flight

calibration difficulties encountered by the referenced studies.

In addition, o-f booms must be calibrated to account for bend-
ing under load (Reference 7), and they may lead to perturba-
tions of the uninstrumented aerodynamics.

Based upon the above consideration, the following model

can be used to approximate the a-B sensor output:

ag ¥ o - —tg= (20)
‘X
w r
B
vx
W 2w G to = oa 22"
a L Ca a L L B (22)
W2 B o+ 2 B, + B, = B :
o = (1+8FE Da; + b + £ (24)
By = (L+STE )8 + by + &, (25)
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where
aB’BB = gngle-of-attack and sideslip at
nose boom ‘ d
rg = distance from CG to nose boom : ;
i !
aL,BL = dynamic response of a-B sensor E
: 1
Wy Wg = natural frequency of a-f sensor .
ca,ge = damping ratio of a-f sensor o i
am,Bm = o-f sensor measurements %
SFEG,SFEB = g-fB sensor scale factor errors i
ba’be = a-B sensor bias errors i
£, 5g = wide bandwidth noise on a-8 sensor L
- méasurement o
RANGE AND ATTITUDE SENSOR MEASUREMENTS j
R -
Several sensors can provide missile range and atti- i ;3
tude information. An inertial reference unit (IRU), the on- ¢
{
board seeker, and remote radar and theodolite ranging are :
discussed here. i

An inertial reference unit consists of a package of ' %
precision accelerometers and gyros which provide missile posi- i ;
tion snd attitude with respect to inertial space. Because of cost, ©k
only the longer rainge tactical missiles have an operational

requirement for an IRU. Nzvertheless an IRU may be provided

as part of the flight test instrumentation. Position and
attitude measurements from an IRU are subject to low frequency
drift as a result of ipnitial alignment errors and instrument
biases. The IRU position drifts may be considerahly larger
than the radar position uncertainty. By correlating the radar
range data with the IRU data, pestflight IRU calibration

PN LAY Mgt oy
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can be performed resulting in estvimates of instrument biases,
scale factor errors, instrument ncenorthogonalities, and ini- i

. A Y

tial alignments errors ~- along with an optimal estimate of i
the missile trajectory and attitude time-history. This piro-~
cedure can be performed using modern estimation methods
without a detailed missile airframe simulation. The inclu-
sion of the postflight IRU calibration within the airirame
identification algorithm is not required; however the capabil-

E

!

ity of using the results from such an effort is provided.
Missile test ranges may utilize a variety of radars

spaced along the missile ground track during a test flight. '

In addition phototheodolite sensors may be available to pro-

a

+
=

vide high%y_avcurute 1 ngulation ranging. DPiecing topether ? |

~the various radar and/or theodolite measurements is a post-
flight smoothing problem which must include detailed radar and
theodolite error models; however, again an airframe model

(Reference 11) is not required.

The missile ipertial positicen estimates from combina-~
tions of radar, theodolite and IRU measurements will be con-
sidered as potentially available for the airframe identifica-
tion problem. The measurements are modeled as follows:

ESE S (26) |

where f
_é = measured missile position vector g

&, = uncorrelated position measurement error f

Modern fil;enjngismootﬁgﬁg methods frequently used
for postflight trajectory generation provide not only trajec-
Tory estimates but position error statistics (i.e., the sta-
tistics of ér)'as well. Such data will interiace directly

with the method used in this study.

y
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As indicated above, missile attitude can be obtained

from the IRU. Attitude information may also b> inferred from

an onboard seeker. During a missile guidance flight test an

operationally reguired onboard seeker may be used to track a

target. In some cases the test target is fixed to the ground.

During such a test the seeker attitude in body c¢oordinates to-

gether with the target location provides a measure of missile

attitude in inertial space. The attitude information and

uncertainties from this measurement are highly seeker specific
Errors due to seeker gimbal dynamics,

radome aberration
effects and onboard signal

.8s8ing must be investigated.
These effects may be modeled using process and/or measure-
ment noise.

Missile attitude information from an onboard IRU or

seeker is modeled here by an Euler angle measurement,

. (27)

where

v, = Euler angle measurement

H]

&y uncorrelated angle measurement noise

This model assumes that IRU and seeker data reduction is per-

formed separately, with the resulting attitude and attitude

uncertainties storad for nse with the identificaticon aigoritam.
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SECTION 1V % 3

THE EXTENDED KALMAN FILTER FOR ! Nk

FARAMETER IDENTIFICATION i 3

)

The extended Kalman filter is an extension of optimal . ;ﬂ'
(minimum-variance) linear filtering theory vo problems which i L

involve nonlinear dynamics and measurements, €.g£., the aerody-
namic coefficient estimation task. This section provides the ? i
background needed for understanding the EKF aljgorithm developed :

in this study. The discussion assumes a basic familiarity

with rondom variables and state-space notat on; additional

— <

K} P
Ut ildlam vail

be feound in Reference 2.

KALMAN FILTER EQUATIONS

To apply Kalmun filltering theory 1o any estimation
preblem, it is necessury to derive a linear, first-order,
vector difterentinl eguation which models the manner in which
the system states interact and propagate as tuncticps of
time. For linear systems, this equation has the general form*

(1) = FIUOX(L) + 6(0w(t) + u(t) (28) |

whiere X(t) is an n>l column vector representing the system

State, Y, 1) is an nxt dynamics matrix which defines the

*Some overlap in symbol usapge exists between this section and
Sections I1 and 111. The notuation in this section is stan-
dardized in Reference 2, to which the reader can refer for

further details.
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interaction of the state vector components, and w(t) is a p>1

column vector of white gaussian noise inputs such that™
Efw(t)] = 0; Coviw] = E[w(t)w(T) ] = Q(t)6(t-1) (29)

The matrix G(t) is an nxp distribution matrix which indicates

how each component of w(t) affecis each component of the sys-

i o e il e+, < A S

tem state derivative, and u(t) is a n»l column vector of known
system inputs. Note that the F, G, and Q matrices may be

B e T

time-varying. For a missile airframe mocdel, the elements of
the state vector X will typically be missile positions and :
velocities; the elements of w will be random inputs such as ;
airstream turbulence; and the elements of u will be known i

inputs such as missile control surface deflections.

At discrete instants of time tk it is agssumed that

measurements of linear combinations of the state variables )
are made. The equation describing this measurement process ; -2
has the general form

7 = H.x. + v, 30

=K H‘K-’—K lu. ( )
where 2z, is a vector of r measured quantities at time e Hy
is an rxn observation matrix describing the linear combina-
tions of state variables whichk comprise z, in the absence of
noise, and Y is an r-vector of zero mean gaussian measure-

ment errors with a covariance matrix deefined by

{0] ; k

T . . :
L A = 1 i

~u
—

*The symbol E[ ] denotes mathematical expcctation; Covlw]
denotes the covariance matrix of w,. t

a
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At any time t, the objective of optimal estimation
theory is to process all the measurements taken up to that
time and produce an estimate ﬁ(t) of the system state x(1)
having minimum error, in a statistical sense., The optimiza-
tion criterion most often chosen is that of minimizing the
mean sqguare estimation error. The minimum mean-square error
estimute is calculated with the Kalman filtering algorithm.

As measurements become available, there is an instan-
taneous change in the knowledge of the state ﬁ(tk)' Denoting
the optimum estimate of 5(Lk) just prior to the availability
of z,  as ﬁk(—) and the optimum estimate of the state vector
immediately after processing Z) &s ik(+), the Kalman filter
generates the optimum estimate of the system state recording

to the following .lgorithm:”

2(1) = PO + u(t) § &t 1) = & _1(+) (32)
ENERIES MED IR N PR Hx_i_i_k(-)] (33)

where Eq. 4.1-5 is used to calculate the estimate between
measurements and Eq. 4.1-6 is used to update the estimate

when new data is received at each time tk.

The quantity in brackets in Equation 33 is known as
the measurement residual ik' This vector quantity is the
dixference betweer the actual measurement z, and the optimal
estimate of the measurement H X, (-). An important attribute
of the Kalman filter is the whitning of the residual process.
It can be shown that u Kalman filter produces a residual proc-
ess T, ‘'such that

*Only the continuous form of the Kalman filter with discrete
measurements is considered here.
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In addition it is known that ff
< AT T -1
Cov [Ek Ek] = [“kpk("’)“x * Rk] N
The “"whiteness' of the residual process and the consistency 5 ;ﬁ
of the residual magnitudes with the predicted residual stand- :.*f
ard derivation is an excellent test for proper filter behavior. ' :3
The nxr matrix K, is the Kalman gain matiix. Let ; 5 ff?
%(t) cenote the error made in estimaiing x{(i}, i.s., ; j'{
X(t) = &%(t) - x(t) (34) ; :?
and let ?'i?
N
- - . T _ i —.1:;..
P(t) = Cov[ﬁ(t)] = E[ﬁ(t)i(t) ] (33) : ;i'
-
The gain matrix Kk is then computed using the following eguations: é ?
b - T T : |
P(t) = F(L)P(t) + P(L)F(t)" + G(t)Q(t)G(t) (36) ' §
} Y
with p(tl{-—l) Pk—l(-’) and 1 g
. T T -1 . 43
K = Py (=) (B Py (OHy + Rk] (37) f
, N _ _ . ‘?
NORAL Kka]Pk( ) (38)
where Pk(-) is P(t) just before the measurement at time tk
and Pk(+) is P(t) just after 1k' Eguation 36 is used to
calculate the estimation error covariance between the measure- i
ments; Egquations 37 and 38 are used to calculate the Kaulman




gain matrix for use in Equation 33 and to update the estima-

tion error covariance matrix when a measurement arrives.

Figure 3 illustrates the procedure for processing
measurements with the Kalman filter. The algorithm has 1wo
distinct phases. Equations 32 and 3€ describe the time evolu-
tion of the state estimate and its error statistics between
measurements under the influence of system dynamics and noise.
This process is commonly referred to as extrapolation. Equa-
tions 33, 37, and 38 indicate how the estimate and its error
covariance are updated at the measurement time to reflect the
new information available. The algoritnm is optimum in the
minimum mean-square error sense as long as the assumed math-
ematical model for the system is accurate.

CALCULATION OF
ESTIMATION ERROR

INITIAL ESTIMATION
ERROR COVARIANCE

P it COVARIANCE, P{t], AND
o) KALMAN GAINS, K{t)
L _ '
STATE VARIABLE _ K{t)
MQOUDEL OF SYSTEM
MEASUREMENT
DATA COMPUTATION STATE
QF STATE VARIABLE
INITIAL STAT{ ESTIMATE ESTIMATES

VARIABLE ESTIMATE

Figur= 3. Measuremen: Processing with
the Kalman Filter

A unique feature of the Kalman filter is thut a mea-
sure of the estimation accuracy i1s automatically provided by
the algorithm. The matrix P(t) is a complete description
of the error statistics of the estimate. In paiticular, the
square roots of the diagoral terms of P(t) represent the

PR e i mines
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standard deviations of the error obtained in estimating the
components of x(t). Note that P(t) is specified for all time
by Equations 3¢, 37 and 38. Thus estimation accuracy and the
Kalman gains can bhe precomputed independently of the measvre-
ment sequence Zy-

In summary, the following conditions must be met to
implement an optimum Kalman filter:

] The svstem nust be linear

. The matrices F(t), G(t), and u{il) must
be known functions of time

) The vector input w(t) must be a gaussian
white ncise preocesg with known covariance
matrix, Q(t)d(t-1), and zero mean

. The measurements must obeyv Equation 30,
and Hk must be known for all k
® ‘The measurement errors vy must be a

gaussian white sequencz with covari-
anrce matirix RP and zero mean

e To initialize the filter equations,
the initial statistics of x must be
known.

IT the missile airframe identification problem could
be put inio a form which met all of the conditions listed
above, the design of an optimal estimator would involve only
the direct implementation of the Kalman filter equations.
However, the airframe dynamic. and measurements considered
here are nonlinear; the linearity requirement is violated.
Furthermore, the objective of estimating the uncertain aero-
dynaomic coefficients, which is tantamount to estimating pa-
rameters of the matrix F in Equation 28, introduces additional
nonlinearity. (ne means ot ¢gvercoming these provlems is the

extended Kalman filter described in the next subsection.
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EXTENDED RALMAN FILTER EQUATIONS

Since the problem under consideration cannot be

realistically modeled as a linear system, a nonlinear estima-

tion technigque must be used. The method selected here is the

extended Kalman filter. The latter is essentially a conven-

tional Kalmar filter design applied to a mathematical model

obtained by lineariziug the system about the current state
estimate., The structure of this algorithm is illustrated in
becsuzse of the Jinearization proce-

Figure 4. Note¢ that,
dure, the covariance calculaticen is now dependent upon the
state estimste. Consequently, it is not possible to precom-

as functions of

data. The

pute ths cove iance matrix and Kalman gains,

time, since they are dependent upon ihe measurement
extenged Kalmon filter yields very nearly optimal estimates

if the linearization is accurate, i.e., as long as the state

estimate is close to the truve system state,
/
CALCULATION OF |} o
INITIAL ESTIMATION EST!MAT\ONOERP.QR LINEARIZATION OF !
EP\ROR COVAR!ANCE _b_ COVAR'ANC& Pi“ AND I [RISIFISEN t'\?l(.)U:
- [ Yrid ol ol e o .
Plt,) KALMAN GAING K(t] STATE ESTIMATE
LU Luc-mnm
STATE VARIABLE J
MODEL OF D— K1)
MONL INEAR $WSTEM ;
MEASUREMENT Y
DATA S o ) )
COMPUTATION STAYE
OF STATE e VARIABLE
INITIAL STATE ) ESTIMATE ESTIMATES
VARIABLE ESTIMATE

Figure 4. Structure of an Extended Kalman ¥Filter
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A reasonably general mathematical model for nonlinear
stochastic systems is given by the equations

x(t) = £Ix(t), 1] + G(t)Hw(t) (39)

B R TR e

where { and h, arc nonlinear differentiable functions of the

state vector x, and w(t) and Yy are zero mean, independent

gaussian white noise processes having spectral density and

covariance matrices Q(t) and Rk‘ respectively. The measure-

ments z, are taken at discrete times t, . ,

The first approach one might usc to derive a filter-
ing algorithm for x(t) in Equation 39 is 10 lineurize the non-
linear functions f and Ek about an appropriate known refer-
ence trajectory S(t), and then apply conventional linear
estimation theory, i.e., the Kalman filter discussed in the
last subsection. Thus, denotling g(tk) by Xx,. the expressions

at |

x. 1) ¥ L(x. 1) + 55 (x-X) (41)

- - ahy - |
Byixy) = bp(x) + 55 0 (xp) (42) :

-—

mav be substituted into Equations 39 and 40 to ey i (e
corresponding Kalman filter which estimatoes (o, varinilon in X,
from the reference trajectory. When the rel-1 1 o trajectorm
iz chosen to be the current best estimate O 1Ly state g(\),

the resuliving algorithm is known as an extonded Kolman tilter

(ERKY): 1he mechanization cquations for the lutier ure piven

in Tuble 6 (see also Deference 2).
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IMPLEMENTATION CONSIDERATIOXNS

THE PARTITIONED FORM

1
}

The application of the EKF to parameter identifica-
tion is straightforward. An augmented state is defined as

'J“:'S
XN = -
- a

where x_ is the dynamic state vector and a is the uncertain

« i0s wetutbeern 1.

PPPTRSE PR Sy

parameter vector. The required first order differential T

cquaticn for x is given by

. x 1(x (1), a, t) G w(t) !
X = [aq] = [---‘§ ---------- ] + [ ------ ] (45) :
L2 .9 9 . i

For large state vectors the primary computational
burden of the EKF is in the propagation of the state covari-
nce betweeon measurements (Equation 36). As an example, con-
sider an airframe parameter estimation problem containing 50
parameters and 18 dynamic states. Tor this sample case the
augmented state is of length 68, The augmented state covari-
ance matrix will have 2346 unique elements.* Thus an extended

Kalman filter for a state of order 68 would have to numerically :

A .

X

integrate 2346 + 68 = 2414 scalar equations.

The numerical integration burden cun b recduced by
partitioning the augmented state covariance matrix intou g

*An nxn symmetric covariance matrix coatains n(n+l1)/2 unique
elements, ’




BT o

« o= AR LI PUDIRRY SERIT JERSPII, ATE g - v ¥ Lo s -

e o ———
o - ]
R e e cEIN

dvnamic state covariance qu. a parameter covariance paa

and the state-parameter 'cross covariance’ psa' The aug-

mented state covariance P is given by

B PP

P p*a
p - |-gs.} s i
p I ‘

sa i aa

P = 2 T R T T 46)
Pt = iis Pss + PSS iﬁs + iﬂ Psu + Psa iﬁ + GQG (40 |
P =1 v + f (17)
=i —X (R —-a aa
_—S —
P, = (0]

where elements ol tive matrices ix and 1& are givern by,
28 i

of (2gr 2, 1)

ax
$3

. v t

r__ﬁ
Jasn
{2
if;
—_l
[
—
]

o _ Mg 3 )
L-a]. 0a

Note that the parameter covariance paa is constant between
measurements and thus requires no integration. For the 50--
parameter, 18-state exomple the numerical integration require-
ments are now 1089 scalar equations, or a savings of over 50

percent .




T =

el CITUER PR S

PARTIAL DERIVATIVES

¥Your partial derivative matrices are required by
the partitioned form oi the EKF.

) Partials of dynrnamic state derivatives
with respect to dynamic states fy

? Partials of dynamic state derivatives
wiiLh respect to parameters ia

® Fartials of measurements with respect
to state hy

. Partials of measurements with respect
to parameters hg
These partial derivatives are computed analytically
during the course of the numerical irtegration. Conventional
though tedious algebraic methods are used in the derivation

of these equations. Because of the required generality of the
resulting filtering algorithm, no simplifying assumptions were

made.

In addition to the analytic partial dGerivatives, a
numerical partial derivative calculavion has becen utilized.
The latter is useful for two reasons. First, it offers an
independent verification of the analytic partial derivatives,
and second it can provid¢ an indication of the linearity of
the dynamic equations in a region about the augmented state
estimate,

The numerical partial derivative is based upon a two
sided perturbation of the function to be differentiated -- i.e
both plus and minus perturbations are used.

The perturbation
step s3ize is determined based on the standard deviation of
the dynamic state or parameter with respect to which the deri-

vative is to be taken. Thus lincarity of the dynamics in a

P
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statistically defined region about the state and parameter
estimate is assumed in the calculation of the numerical par-
tial derivatives, Recall that accurate linearization is

one of the fundamental assumptions required in order for the
EKF to be a near-optimal estimator. Thus correlation between
the analytical and numerical partial derivative calculations
provides both an indication of the correctress of the analy-
tical partials as well as providing a necessary condition for

optimality of the EKF parameter estimates.
IDENTIFICATION OPTIONS

In the most general from of the missilie model pre-
sented in Sections Il and IIiI there are 22 dynamic states. 14
measurements, and approximately 150 parameters toc be estimated.
A summary of the quantities contained in each of these cate-
gories is given in Table 7. The filtering algorithm is
" structured so as to allow subsets of the most general case to
be exercised with particular attention given 1o allowing a
flexible parameter set. The aerodynamic parameters are im=-
plemented so that particular parameters may be selected for
estimation while the remainder mav be fixed at preset values.
It is anticipated that less than 50 parameters will be esti-

mated at one time for any particular case.

Certain options are available which reduce the com-
putational burden during the calculation of the analytical
partial derivatives. These options are listed in Table 8.

COMPUTATIONAL ELQUIREMENTS

The present algorithm is coded in FORTRAM 1V and
implemented in single precision in an IBM 360/145 computer,
Core requirements are approximately 340K IBM 360 bytes based

s R s
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TASLLE 7. DYNAMIC STATVLS, MEASUREMENTS AND PARAMETERS
NQ DESCRIPTION i
} ponamic States :
| 1-3 Missile Velopoitv in Body Axes :
’ A=A Missile Posizion 1n Inertial Axes
; - Mussile Body Totation Rate
1 10-12 Missile Euler Angles
; 13-15 Missiie s2celeration Perturbat.on Components
é 18-18 dizsile Moment Perturvation Components
i 19-20 * ax Sensor Dynamic States
‘ 21-20 % 3 Senscr Duvnaa:c States
f Mgasurements
EV 1-3 Bodv Fixed Ac¢celerormeters
3 GG Body Fixed Rate Gyros
! T ¢=-3 Sensor
i 9-1 Pogition Measurements
: . 12-14 Attitude Measursments
! Potential Paraneter
List -
? 1-40 Aerodvnamic Forae Cuefficients
3i-100 derodvnamic Moment Coefficients
101-103 Vind Bias Uncertainty
: 104 % Atnespneric Density Uncertalnty
' 105106 =% Thrust Misalignmeut
107 * Thrust Bias
108 # Mass Lnceriainty
: 109-111 « Moments o1 Inertia
222114 % CG Lwocarions
115-0117 = Perturbation Forece Time Constant
118-3120# Perturbtsatrion Moment Time Constant
121-103 = Perturbation Force Scale Factor
| 124-126 Perturbation Moment Scale Factor
o 1%T-129 Acceierometer Biss
f 150-132 Accelerometer Scale Factor
| 35-135 Gyro Bias
: 1h 138 uyre Scale Factor
l 15.,-148" Gvro G Sensitivities
| 149-150* a-% Jensor Natuvrazl Frequencies
} 1501-160» a-8 Sensov Dumping Ratios
l 133104 a-% yansor Bias
[ [ 175.15G6% M a-% Sunsor Scale Tactor Errors
: N e .
’ t : 1 . - : s : 3 ;
: *Those options 21re not presentiy impiemented in the identification
Ix aror g thn, §
i i
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TABLE 8. ALGORITHM COMPUTATIONAL OPTIONS é
OPTION EXPLANATION
No Wind 7 All wind calculations are byvpassed
No Thrust Thrust is assumed zero and mass pro-
perties are constant
No CG No moment translation due to CG off-
Translation set is considered
No a, R The aerodynamic moments are not a
reguired function of o or

*
on the maximum allowable problem dimensions given by Table
9. The two test cases given in the table, discussed in de-

tail in Section V, provide examples of the algorithm execu-
tion times. Execution of test case 1 requires approximately
7 minutes while test case 2 required 17.5 minutes.

TABLE 9. PROGRAM SPECIFICATIONS

TEST TEST
PROGRAM SPECIFICATION Aoty | CASE | cASE

“];lnr;l_)‘m‘ of d_vx:'t—mic state.s 18 1R 18 '
Numberr of estimated parvameters 50 11 16
Number of measurements at each sample time 10 8 R
Numher of measurement samic-les 650 100 100
Integration stepr per mei,arement X 1 1

»Maximum allowable dimensions are easilv modifiied by recom-
piling the algorithm source code,
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Previous experience with conversion of computer al-
gorithms similar to the one proposed here to a CDC 6600 com-~

puter indicate an improvement in execution time of at least
a factor of five. Core requirements should be within 120K
CDC 6609 words.
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SECTION V
ALGORITHM VERITICATION WITH SYNTHETIiC DATA

INTRODUC I'ION

The algorithm veriticarion results presented in this
section are bused on the processing of computer-generated
synthetic measurements {rom an aijirframe model o1 an existing
short-range air-to-alr intercept missile. The primaryv pur-
pose of those studies is to demoastrate t(he validity of the
extended halman filter as an identification algorithm, with
4 coulrolled test case.  The actual state and parameter esti-~
mation errors are coumpared to the statistics of 1hesce errois
as predicted by the slgerithn. Consistency between the actual
errors and the predicted statisvics is an indication of proper

filter performance.

ivergence of lhe estimation errors from the filter
predicted error siandard derivaticns can result from several
T
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® incensistency between the measurement
gensrator model and the filter design
model -

® Apalvtical or programming e€rrors

& maiw ,1cal precision (word length)

s Inaccurate linearizotion.

The first error source is removed from consideration in the
contrulled experiment discussed here -- certain subprograms
used within the filter algorithm are shared by the measure-

ment generation routine insuring model consistency.
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Because of the complexity and generality of the dy-
namic state equations, the major source of error has been with
the analytical derivation and programming of the analytical
partial derivative calculations. The numerical partial de-
rivative calculation provides an independent verification of

the analytical computations,

Filter inaccuracies caused by numerical precision are
frequently encountered in large scale Kalman filtering prob-
lems. Special purpose filiering equations, such as square
root fTilter algorithms (Reference 2Z)., are often inplemented
solely for the purpose of avoiding word length difficulties.
All results presented in this report were performed using IBM
360 single precision arithmeiic. Several ideniification fail-
ures have occurred in instances with no process noise and low
measurement uncertainty -- resulting in highly accurate param-
eter and state estimation accuracyv. These failures were at-
tributed to precision difficulties. With normal measurement
noise and process noise inputs no precision ditficulties have

arisen.

Filter divergence resulting from violation of the
linearity requirement is a common problem in the application
of extended Kalman filters (Reference 12). This problem can
sometimes be solved by using accurate initialization methods,
the injection of process noise, Oor resorting to more complex
filters based on second order Tavlor series expansions, such
as the second-order Gaussian filter (Reference 12). Tortu-
nately, the c¢ases investigated here have demons=t:ted cemark-
able linearity for large parameter and initisl s*21e¢ unver-
tainty. This result has been verified through U numcrical
partial derivative computations mentioned previously.
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A distinction between two types of models must be made
in the discussion of filter evaluation with synthetic data.
One model is used for generating synthetic measurements while
a second model is used within the filter. For the majority
0of the discussion in this section, these models have identical
structure —-yvet differ by parameter values, state initial con-

dition values, and process noise inputs.

The short-range air-to-air interceptor model used for
generating measurements was designed to exercise the various
modeling optinnrs discussed in Sections II and 111, Its mass
charact: ristics, thrust model and aerodynamic coefficients are
typical of existing missile configurations. The ccefficient
values ¢hose

Gaussian random number generator with mean values equal to

n for meacurement ceneration were selected by a

representative wind tunnel values and standard deviations of
about 25 vercent of the mean. The resulting aerodynamic model
corregponds to no actual missile but provides a suitable demon-
stration case. The airframe has no pitch rate or acceleration
feedback for stability augmentation and thus stable missile
flight can be achieved by commanding open loop aerodvnamic
control surface (canards in this case) deflections. The roll
aerodynamics were not modeled -- aerodynamic roll coefficients
were fixed at zero -- and yet considerable roll motion was in-
duced from the roll perturbation moments. The linear pitch,
vaw and drag acrodvnamic coefficients were assiguned values
near the low angci-~-~of-attack wind tunnel values for the short-

range interceptor.

The data shown in this section were taken during the
first twe seconds of missile flight. The missile velocity
variation is fron Mach 1.1 tc Mach 1.6 during this time.

Time-varying thrust :-nd mass characteristics are modeled

during this period.
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A NOMINAL TEST CASE

[l

A test case is discussed in detail in this section
in order to demonstrate the algorithm output. Subsequent sub-
sections present variations to this case.

The aercdynamic model used consists of 11 basic pitceh,
vaw, and drag linear aerodynamic terms. If the missile dynamic
response can be restricted to within a suitably small region
about some known reference condition during the period of
identification, this parameter set will accurately represent
the airframe response without additional nonlinear terms.

This set of coefficients is widely used for missile perform-
ance studies and autopilot design studies, and values for

these terms are relatively well known prior to fli_ht test.

We assume during this test that these basic aerodynamic terms
are known to within about 25 percent (one sigma). These 11
parameters, the values used for filter initialization, and the
initial parameter uncertainty assumed within the filter model '
are given in Table 10. The '"tirue" parameter values used for
measurement gen avle 10) were computed
from a Gaussian random numier generator using statistics iden-
tical to the filter model. The resulting aerodynamic force
and moment model is given by Table 11.

The test flight simulated here is representative of
an air launched flight from about 22,000 feet altitude at Mach
1.1. The mean initial dynamic state values and their standard
deviations are given in Table 12. The initial state uncertain-
ties are realistic for flight tests of the airframe studied here.

The aerodynamic control surface deflections for the

nominal case were not designed specifically for the purpose

]
of aerodynamic paramerler estimation. The pitceh and yaw contrel 2
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TALE 11. NOMINAL TEST CASE AERODYNAMIC MODEL
AERODYNAMIC : B
OUTPUT MATHEMATICAL MODEL
% Body Forcé AQC
X,
y Body ¥Foree AQ(Cy R + CygrfT)
+ Body Force AQ(Cza + 02646Q)
Moment About X 0
Moment Abhout vy AN Cy a + Cy, dg + Cu q ?R—)
My L M TV,
. 19}
Moment ALout 2z MV)(CNRF- + (‘.Néqﬁ?‘ + CNrT m)
TABLE 12. NOMINAL INITIAL DYNAMIC STATE STATISTICS
- I STANDARD
STATE UNITS MEAN DEVIATION
Body Velocity (x) ft/sec 1160.0 100.0
Body Velocity (v) {t/sec 0.0 20.0
Body Velocity (z) ft/sec 0.0 20.0
Inertial Position (x) ft 0.0 200.0
Inertial Position (y) it 0.0 200.0
Inertinl Position (z) ft -22100 200.0
Dody Rotation Rate About x rad/sec 0.0 0.20
Bordy Ro%ation Rate About v rzd/sec 0.0 0.20
Body Rotation Rate Aboutr = rad/sec 0.0 0.2
Rol)l Euler Angle o rad 0.0 0.04
Pitch Euler Angle @ rad 0.0 0.04
Heading Euler Angle y rad 0.0 .04
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dzflections were extracted from simulation of an air-to-air
target engagement. The pitch and yaw control histories are
shown in Figures 5 and 6. An operationally required 0.4-
second control input delay is indicated on these figures.

Six process noise inputs were included as perturba-
tion inputs to the force and moment equations in generating
the synthetic measurement data. Noise was processed through
low pass filters to generate time-functions representative of
the approprisate correlated process noise inputs. The pertur-
bation inputs are specified by their noise bandwidth and rms
magnitude. A bandwidth of 10 rad/sec (0.1l-seccnd correlation
time) was selected for all perturbation inputs. Th= noise
entering the acceleration equations (zf) is given the same
rms acceleration level as the acceleration measurement un-
certainty -- 2 ft/sec2 (0.06 g). The moment perturbations
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Figure 5. Pitch Control for Nominal Test Case
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Figure 6. Yaw Control for Nominal Test Case

are given rms magnitudes of 50 ft-1b in pitch and vaw, and 10
ft-lb in roll --- roughly equivalent to a 0.3-degree rms noise
level on control deflection measurement or a 5-ft/sec wind
gust rms level. A typical realization of the perturbation
input is given by Figure 7. This particular sample was input
as the body x-nxis force perturbation for the nominal case.

Measurements considered for the nominal test case
were three accelerometers located near the missile nose, three
body rate gvros and the a-f sensors. Whiie noise sequences
were used for the measurement error models. The noise levels
(one sigma) are given in Table 13. The measurement sample

rate was 50 hertz for this case.

TABLE 13, NOMINAL MEASUREMENT NOISE LEVELS
| e omr o1
STANDAFRD
MEASUREMENTS ONITS DEVI. % ~x
All Accelerometers :E'c/‘sec2 | 2.0
All Rate Gyros rad/sec 0.02
a-§ Sensors rad 0.02
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For the Nominal Test Case

The estimates of the aserodynamic coefficients used to

initialize the identiiication algorithm must be approximately
correct in order for the EKF to provide useful results. The
required accuracy of the a priori model cannot be generalized
and will vary from case 1o case. Nevertheless any obvious
errors, such as control iaput sign errors, etc, should be re-
moved prior to attempting parameter identification. Assist-
ance in initial model checkout is provided by simply integra-
ting the a priori model and comparing the result with the
t1light measur=smeonits.  The comparsion for the nominal test
case discussed abu: ¢ is presented in Figure 8. The trajec-
tory mismatch indicated by this figure results from initial
condition errors, parameter errors, and the process noise

inputs.

The roll rarte response resulting from the process

noise input utilired 1for measurement generation can be seen

e M ¢ oth a1

T

e SO e g

[ B I SREPPOVLRPE VT 70 S



| e, g

e LT e R

L3 ]

i g anauste o SRR
. AT, AR <AXT KT AR we i, AR T AR TSI SV MO AR T A G VIR LGRS I TR 3 £ VT e

W ST 2 e

from Figure 8(d). The roll angle resulting from this case

was approximately 560 degrees after 2 seconds -- realistic for
an airframe without roll stabilization. The predicted roll
rate is zero -- indicating no a priori information about the roll
response 1is assumed. The predicted pitch and yaw rotation rate
responses exhibit large deviations from the actual as a result
of process noise and parameter uncertainty. This rotation rate
sensitivity to parameter errors indicates that measurements of

rotation rate should be useful for parameter identification.

The angle-of-attack and sideslip responses resulting
from the control input are larger than those from a more real-
istic model of this airframe because of the omission of ihe
nonlinear aerodynamic effects. Nevertheless the extreme varia-
tion in anpgular motion offers an excellent test of the extended
Kalman filter ability to identify parameters. Identification in
situations having different angle-of-attack and sideslip time-
histories is discussed in the subsections to follow.

The interpretation of parameter identitfication resulis
and the verification of accurate filter performance is aided by
the visualization of a variety of algorithm outputs. The

following variables are available from the EKF as functions of
time.

® State estimate and state estimation
accuracy
° Parameter estimates and parametel

estimation accuracy
e EKF residual process and its on~

sigma bounds.

In addition, parameler-to-parameter correlation coeffi-
cients are useful since individual parameters may be highly
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unobservable and vet highly correlated -- indicating some
linear combination of parameters may bhe estimated. Parameter-

@ vl o S A, Rt o s S W

to-dynamic state correlations are also available and may allow
insight into additional measurements which would produce better
parameter cobservability.

Vhen synthetic measurements are processed, the actual
parameter and state values are avaiiable as well as the filter v
estimates. Thus, actual state and parameter estimation errors ‘
may be computed and compared to the predicted one sigma error
bounds as functions of time., The parameter errors, state errors,
residuals and all respective one sigma bounds for the test case i

discussed above are contained in Appendix A.

The results in Appendix A must be interpreted in a .
stavistical sense -- recall that a normally distributed ran-
dom quantity is within one sigma G8.3 percent of the time,
within two sigma 95.5 percent of the time, and within thrze
sligma 99.7 percent of the time. The data in Appendix A rep-
resents only one sanmple generated by an initial starting seed
to & random number generatnr. A mare thorough statistical
anulvsis requires a large number of random trials and the
collective interpretation of the ensemble results. This
monte carlo type of tilter evaluation has not been performed
because of the expense of computing several monte carlo sam-
ples. Nevertheless ihe single sample results for state and
paraineter estimation contained in Appendix A are a useful
indication of acceptable filter performance.

Al additional performance indicator lies in the white-
ness of the filter residuals. Visual verification of residual
whiteness and correspoendence of the residual magnitudes with

their one sigma bounds shows excellent filter performance as

seen in Figure A-3 of Appendix A,
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5 useful summary of the parameter estimation perform-
ance Jor the nominal case is given in Table 5. This table
includes 1true parameter values, final filter estimates, final
filter e~uandard deviations and a figure ¢f merit referred to as
L, A value of n, greater than about three indicates a highly im-
probable pearameter error and thus, possibly poor filter per-

formance. The value of ng is computed according to:

n - lai - a]'
°3 o
i
where

o . .th
a; = estimate of i parameter
a; = actual value of ith parameter
o; = filter predicied standard deviation

In practical applications where the actual model
structure and parameter values are unknown, good correlaticn
between the predicted measurements from the filter and the
actual measyrements is an indication of acceptable filter
operation. Yet if the final parameter estimates from filter-
ing are inserted into an otherwise a priori model, & poor
correlation bLetween ccmputed and actual measurements may
result. Small levels of cmitted disturbance inputs (process
noise) or erroneous state initial conditions may have a sig-
nificant effect when integrated over many samples. This
phenomencn is demonstrated using the nominal test case. The
computed pitch rate agreement with the measured pitch rate
shown by Figure 9 is not significartly improved when com-
pared with Figure 8(e).

- —— it

e 5 s e i 0 ) N, S LN g N BT 4= T

L e o Fitd

— -

s Y e e S hman b R T 8 e bl

o

T R AR e S b a3 o SRR et 52 NOMID s TIE . BN PAR R . L

N

folbmdeta

e



‘-

e n g

3 P ACTUAL
™ MEASUREMENT
§
3
W
=4
«
-4
X
(&)
-
&
COMPUTED
MEASUREMENT
‘3 t L T T 1
0 04 0.8 1.2 1.6 20 2.4
TIME (3¢
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An alternstive procedure can be used to indicate im-
proved garameter accuracy when svynthetic data is used. In
this case, state initianl conditions and process noise inputs
are known perfectly. Thus,a priori parameter values can be
used with perfect stuare initial conditions and known disturb-
ance inputs to demonsirate the model uncertainty resulting
from initial parameter errors alone. TFigure 10 shows the
pitch rate measurement agreement in this case. A similar
trajectory produced using the final parameter estimates (with
perfect state initial conditions and process noise) resulting
from filtering should show improved agreement-- indicatingmodel
improvement. This is demonstrated in Figure 11 where excellent
agreement is obtained hetween actual and predicted pitch rate
measurement. Although not included here. similar excellent
agreement occurs for the remaining measurements.
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An alternate model will be used as a reference in
certiin sensitivity studies to be shown in the sections to
follow,

transl:

This alternate nominal case includes an erroneous CG
tion term and yet the resulting sensitivity studiec
provide useful performance data. An erroneous sign of the CG
transliation term resulted in a more stable airframe and
sne-ller angle-of-attack and sideslip responses to the control
inputs given in Figures 5 and G. The angle-ol-uttack and
sideslip responses for this case are shown in Figures 12
and 13.

are iden'ijcal

The 1nitislization and measurement uncertainties
10 those used previously. A summary of the
parameer i1dentitfication performance is given in Table 14.
Note that the parameter estimation accuracy predicted by the
filter is worse in all cases than for the previously defined
10). This is a direct result of the

reduced a and B regsponses for this case -- also note that the

nominal case (Table

values of no in nust cases are below those in Table 10,

0.2
0.1
3
° A .
» 0 %
0 ‘/\
< -~
-
< /
S o b
E
; ¥
A \/
0.2
0.3 o S } ]
0 1 2
TIME (gec:

Angle-~of~Attack from Aliernate
Nuniinel Teat Came

Fipure 12,

s w -

.l bl

[ —

i
Li
5
9
4
4
H




-

0.3

02|

SIDESLIP, § ¢rad)
[ =]
k)

& .

0 + L
‘\\\\“"l/’_“ 3

0.1 i ,L
0 1 2 :
TIME tsec) ]
i
i
§

Figure 13. S:aezlip from Alternate

TABLE 14.

Noma - 4l

Terst Case

PERFORML

TE SYMMARY FOR

ALTERNAT: NOMIN..L TEST CASE

e .

PARAMETER

I—

ESTULALTION PILETCLYANCE

v W o '

B L p— Y. e T ————

FILTER FILTER
PARAMETER | STANDARD ng
e ESTIMATE o L DEVIATION 1
~2.07 0.0 54 1.7
<34 4 ©.784 1.2
-0.052 0.004%51 0.Ge8 .
~43.39 0.p87 1.29
-0.0448 0.00619 0.€1
-177.5 5.11 1.02
3.366 0.650D 3.7
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FLIGHT SENSOR STUDIES

Adequate flight instrumentation is necessary for the
extraction of useful aerodynamic models from missile flight
tests. Three studies are discussed in this subsection relating
to flight sensors. Studies of this nature :re useful for the
design of flight test maneuvers and instrumentation specifications.,

SENSOR NOISE

Senscr errors can be classified into two categories
for the purpose of error modeling -- random effects with no
time~correlation called "white'" noise, and errors which are
correlated in time. White ncise is easily modeled for stat-
istical filtering, while the correlated errors require a
thorough understanding of the sensor dynamics.

Test cases for four noise model variations from
the nominal case are described in Table 15. A summary

TABLE 15. NCISE SENSITIVITY STUDIES
CASE DESCRIPTION
1 Two times nominal ncise modeled within the filter

~-two times nominal noise used for measurement
generation.

2 Two times nominal noise modeled by the filter
-~nominal noise levels used for measurement
. generation.
3 Half pominal noise modeled in the filter —- half

nominal neise used for measurement generation,

4 Half{ nominal nolse¢ modeled in the filter --
noyminal noise used for me2asurement generation.
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of the filter performance for the first two cases after
2 seconds of filtering is given in Table 16 along with the :
nominal filter performance. The parameter error is increased . E

in both cases. 1In addition, values of n, ave reduced from

PR

the nominal case, indicating better predicted/actual filter

A dd.

correlation. Typical residual processes from these two cases
are shown in Figures 14 and 15. 1Ir. Figure 14, where the filter o

g Y
g e

model is correct, 64 percent oif the residual points are included

within the one sigma bound. In Figure 15, 96 percent of the

residual points are within one sigma. This result demonstrates

feaiis

how measurement noise statistics can be identified by inspec-

tion of the residual process and the predicted residual bound.

TABLE 16, PARAMETER IDENTIFICATION PERFORMANCE WITH
TN DLDAOCTYTY AT ACTIDTMITORATTY ATM o

FRY FENEP LS Py WAL P U AVIS IV LAY NS W j
CASE 1 CASE 2 oo ;i
INCREASED NOMINAL : .%
MEASUREMENT NOISE, MEASUREMENT NOISE, : k
PARAMETER NOM1NAIL, CORRECT FILTER MODEL | INCORRECT FLLTER MODEL i
”(”o) o(no) o(no) i
i ) 4
C, 0.0351 (1.6) 0.0523 (1.05) 0.0541 (0.99) : ¥
‘0 : ¥
C, 0.574 (1.6 0 899  (0.B1) 0.929  (0.67) 1
- B b‘,‘j
c, 0.00448 (0.2) 0.00586 (0.05) 0.00583 (0.10) |
Yoy )
c, 0.692 (1.5) 1.07 (0.78) 1.11 (0.67) !
. :
Cus 0.05601 (1.1) 0.00767 (0.81) 0.00766 (0.56) %
q .
Cy .44 (1.3) 4.73  (0.81) 4.91  (0.66) ' _é
3
Cys 0.0R43  (1.07) 0.1061 (0.78) 0.1087 (0.61; by
¥

Cy 1032 (0.010) 1061. {0.04) 1057 (0.15)

qQ

C,, 3.30 (1.9) 4.64 (1.08) 4.78 (0.99) e
[ i
Cys 0.0608 (1.3) 0.0804 (0.58) 0.0819 (0.57) i
:
Cy 850 (2.2) 878.5 (2.2) 872.3 (2.2) ;

E
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The two sen:or noise cases with reduced noise levels
are summarized in Table 17, and compared with the nominal
estimation performance. For these cases, 0.8 second of data
were processed. Parameter accuracies are improved in both
cases, Note that the values of n, are larger than for the

nominal case.

Numerical difficulties were encountered with Case 4
after 1 second of integration, because the predicted residual
covariance mairix became ill-conditioned. Both state and
parameter estimates show signs of filter divergence prior to
this point. (Note that relatively large values of no for
this case at 0.8 second). The residual process for the angle-
of-atiack measurement from Case 4 is shown in Figure 18G.

Only 33 percent of the residual points are included within

the one sigma bound.

Several characteristics of the extended Kalman Filter
are demonstrated by the noise sensitivity examples discussed

below:

e Predicted and actuzl estimation error
agreement is improved with increasing
measurement noise levels.

® Conservative measurement noise levels
have little effect on the resuliing
filter estimates and result in stable
filter performance (Reference 12, p. 244-
251). Correct noise levels can be
inferred from the resulting residual
process.

[ Low measurement noise levels can
result in filter divergence and numerical
difficulties. (This could be corrected by
use of higher precision arithmetic).
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TABLE 17.

PARAMETER IDENTIFICATION PERFORMANCE WITH
REDUCED MEASUREMENT NOISE

CASE 3 CASE 4
REDUCED NOMINAL
NOMINAL (T=.8) MEASUREMENT NOISE, MEASUREMENT NOiSE,
PARAMETER CORRECT FILTER MODEL INCORRECT FILTER MODEL
¢ (") O(no) o(no)
C‘ G6.110 (0.27) 0.0727 1. 2) 0.0732 (2.4)
X,
Cv 1.88 (0.1) 1.32 (1.6) 1.310 (2.8)
TR
Cv6 0.00791 (9.53) Q.00760 (0.7) 0.00770 (0.G8)
r
Cz 2.227 (G.48) 1.53 (1.1) 1.525 (2.3)
a
C_ 0.00872 (0.54) 0.00809 (1.4) 0.00823 (0.55)
"8a
C“ 10.71 (0.11) 8.57 (1.4) 8.76 (2.4)
14 1
C“ 0.207 (0.29) 0.169 1.6) 0.175 (2.4)
4q
CM 2903 (0.38) 2860 (0.5) 28G7 (0.35)
q
CN 7.82 ( 0.05) 7.32 (1.6) 7.50 (2.5)
8
CN6 1.83 (0.80) 0.155 (1.1) 0.160 (1.63)
CN 2598 (0.33) 2527 (0.52) 2542 (0.50)
T
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Figure 16. Residuals for Case 4

SENSOR SELECTION

Sensors frequently used for gathering flight
test data are cdiscussed in Section III., The generality of
the extended Kalman Filter facilitates transition betwecen
senser sets, providing the appropriate measurement models and

partial derivatives are included. As a demonstration of this

sensor selection capability, identification results {rom
different sensor sets are presented in this subsectioa.

These sensor sets are given in Table 18,

Case 5 is the same as the nominal, except for the

longitudinal accelerometer. In many cases missiles have

operational reguirements for only two accelerometers mounted

orthogonal to the missile centerline. Thus, {light tests
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TABLE 18. SENSOR SELECTION STUDRIES
CASE ) DESCRIPTION
) Omit longitudinal accelerometer from nominal
measurement set
6 Accelerometer measurements only
7 Rate gyro measurements only
8 Position and attitude measurements only

using only operationally reguired sensors would not include a
longitudinal accelerometer., The primary utility of this
accelerometrer i.r parameter identification is in the deter-
mination of the drag related aerodynamic terms(e.g.,cxo in the
linear airframe model).

Estimation performance for Case 5 is shown in Table
19. The predicted drag estimation accuracy 1is degraded
from the nominal case; however, the initial drag uncertainty
of 0.4 was improved to 0.17 -- indicating some drag informa-

tion is available without a longitudinal accelerometer.

Drag information is apparently inferred from know-
ledge of the velocity profile -- velocity is '"learned'" along
with the dynamic pressure through the known relationship
and uncertainties governing the lateral accelerometcr mea-
surements, dynamic pressure and the uncertain parameters. '
The initial longitudinal velocity uncertainty is 100 ft/sec;
this error is reduced te 10.7 ft/sec for the nominal case,

and to 14.8 ft/sec without the longitudinal accelerometer.

Accelerometers and rate gyros are the most common

sensors found on operational missiles. In Cases 6 and 7,

72




TABLE 19. PARAMETER LSTIMATION ACCURACY WITHOUT A
LONGITUDINAL AZCELEROMETER

. TASE 5
MO LOKG! TUDINAL
PARAN-TER NGUINAL | ACCELEKOMLTER
\ c{a_l
o{n_) b
s i 0.%061  1.6) J.170  (0.18}
i 0.814  (1.6) U611 (1.4)
Coep | 70008 (020 0.00451 {0.17)
C.. 0.382  (1.8) 2,742 1.uh)
:. 5.00601 (1.1} 6.00604 (1.1)
Zeq
o 3.4% (1.t 3.8 (1.
o 0.0843  (1.07) 0.0862 (0.u3)
¢y, 1032.0 (C.01) 1035 (0,02
My
“r 3.3V 10.01) .44 (1.%)
. ¢.0608 (1.3) 0.0625 (1.3
My
Cy 830.0¢ (2.2) g50  (2.2)
Ty

SONSGYT Sute (‘C'.:‘vri KRR}

D0 8Ll 1sizting of only ac

iyl

greromelers and unly raie
grros, reswpectively, are considered.  The purametor idsntif.-
cnlion puertormance summary for these 1weo cases 15 shown in
Tavle 20, Letimutior accurscles and values of a, for

Case 6 nre shown nt 0.8 scceopd,  Extreme filter divergoence

1 evident (asx indicatad Ly the Jarge values of znu') which
preventoed wrocessing anta boevend O 8 sccond. No filtier
divergence was Iound whor oLly race gyros are usoo gnd the

n, vivlues fTor whis aase dndicate good To.ter perfarmance,

Cust 8 conlisisis o! miowsurement of only position and
wotlowde,  Tris st way vesult fram phototbeodolite dutn from

@ migsdle w¥thout osvoara velemeiry,or from frec flipht tesus

¢}
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TABLE 20. PARAMETER ESTIMATION ACCURACY WITH
ACCELEROMETER AND RATE GYROS ONLY
CASE 6 CASE 7
.| ACCELEROMETERS RATE GYROS :
AMETE -
PARMETER)  oNLY; 7=0.8 sec | ONLY; T=2.0 sec ¥
o o(?g) a(n,) ;?
C, 0.120 (0.89) 0.393  (0.89) -
0 ' jf{"
C. 1.37  (11.1) 1.40  (1.8) S
o 5 N 1
C.s 0.00073 (0.89) 0.0098 (0.55) #
w8y | §E
! H 5]
Cz 0.975 (40.2) 1,76 (1.13) ; A
a '
c, 0.00973 (1.62) 0.00996 (0.26)
6q : 1
Cyy 12.29 (5.28) 7.77 (0.11) r )
a b
Cy 0.228 (4.8) 0.192  (0.49) 7
¢q
Cy 2370 (3.6) 529 (2.0)
q
CNE 8 92 (12.0) i 7.06 (0.66° i
Ce 0.193 (3.6) 0.123  (0.31)
-r 1]
Cy 2TRE (0.73) 553 (1.023
r f

ol smull-scuale mivsiie modole Firved withia projectile test
racpes (Retorcence 13). The serodyvanic force snd meacnt ¢o-
efficients enter directly into the dynamic equetivng 2or
Yinear und angular acevleration-- wthus, acseleratiog ung o9-
Kulur rate provide more dircet inlormatiocn ohse' “owe o a2rony.

namic paraioctors thun do poshifon und attdoudc Reasureyen.a,

r);
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Nevertheless, highly accurate position and attitude measure-
ments have been used with success to extract aersdynamic data
in ballistic test ranges,

ey g AR

Three missile position measurements and three Eulsr

-

angle attitude measurements were assumed with measuremenc

noise levels of O feet and 0.0” radian, respectively, at &
data rate of 50 hertz. These accuracies are reprecentative

of phototheodolite measurements. The resalting parameter esti-
ma’lion accuracies are conpared with the alternate nominwl re-
sults in Table 21, The filter performance in This fuse ¢or-
related well) with predicted peviormarce; however . the resvyli-
Ang parancter accuracies were degraded from the nominel mea-
surement sel. It is interesting 12 pote, in goaparing Crses

7 and &, that more asrodynamic juformztion iz availabie from
vate gyros alove than from position and attituce data, Jor

10e measurenant accuracies imvestigates.

A significant issue wiliih reguard 1o sensor sfiection
converns the necesssity of the a~f seusoy. This isgue will bz
addvessen in more detgil later L thes report. The alternatle
ROI NG L CoEY Shs Yehrocezsed using only accsliromelers ang
FRle meres,  No di {lerence wax noticed 39 tue resulting garmu-
eiey fdonviaitivntion norformance,  nalznting Iittle 2dditional

imsormian ian s contrituted Gy tur- a-f Beass
Snanon MOUELANS

Severn]l sludics were periorndad 1o fnvescivnte {he
gotn o sysiemntle sensor erréss on perranedsr fdentificne.
tirn Thesy oysiviatde ororn rocludge sece loerumeter Lige
anG wepde factor cerzor, and oo bies gnd cenle factor error,
v ok e medt e ab Sescubied In Seevian Y. The Cones e

!
ontee hove bty rtye ddyatsral mueasgutseent teoodels ownd 11luer i
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TABLE 21. PARAMETER IDENTIFICATION PENFORMANCE ¥ITH
POSITION ARD ATTITUDE MUASUREMENTS

R 20T O T L N

CAST
ALTERNATE CASL @

PARAMETER NOMINAL POSITIGN AND
G'\'n "J .‘}lATJiUD,:
o MEASCREMENT o(n_}

.
fn il Y A
Lard  SEBLATA R At 24 &AM sag) e g - At ke WS Y. - AT A g X -4 N T EY. | GRS | W
ra__.__,& el AR mmnﬂvmmwma ...... sy <,
“ C .

0.0484  (1.7) LO8BU (0.534)
%5

¢, 0.784  (1.2) i.19  (0.80)
: |

L

0.0454 (0.663) 0.00997 (1.04)

C . 0,987 (1.29) 2.40 (0.02)

Ch e e B e e e Pl e Ry e e

z(‘i
c, 0.00818 (0.61) 0.00936 (1.8)
éq
Cy 5.11 (L1.03) 14.72 (1.4) 1
o :
Cye 0.0909 (1.17) 0.187  (0.40) :
¢, 11.86.0 (2.2) 2547.0  (0.61) !
C. 4.47 (0.87) 12.55 (6.71) ¢
| Ng : .

C.06%% (0.44) 0.189 (0.74) ;

¥ R
| . o

Cn @re. 7 (1.4) 2351.0  (1.%2) Pt
P N ‘ N
Wy E&- vy g veag B rves e ¢ . e ! t

models so tnat when biezs errorva, for examylie, are iucluded
7

in the mepsurement, they are also modeled and evstimated ) :

wsvhn Ve Toiter,

' i

The dypamic wnd sietlovictl mode i wuod in peuerat ing

whir wloernnte nomival (rajeciory wae utilicel in She filllers ﬁ
digcvnsod In this wubseeriobh. The staarting wocd reguired for 4
J

wenerat Lug, Lo xandon Guguences Mded 10 weagarpnent penerytion ]
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was different from the seed used to produce the results
for the alternate nominal case shown in Table 14. This
results in different perturbation input time histories,
parameter initializations, and measurement arrors. The
alternate nominal parameter estimation results woere recom-
puted (without systematic errors) with the new seed lor

comparison.

-The bias and scale factor levels studied are shown
in Table 22. Fach type of error was studied individually,
for a total of iour examples, each of the four cases included
the three additicnal parameters associated with the corre-
sponding systematic errors -~ X, y, and 2 axis bilases, for
ernaplc. The predicted varameter identification accuracy

for the four cascs is shown in Tal1e 23, together with the
fltern:is noninal cage having oo systematic errors.
TABLE 272, SYSTEMATIC ERROPS SENSTLIVITY STUDIES
1 cask L . DESCHIPTION |
NC. N v e T .. .
ERKOR TVPE STLNDARD DEVIATION
I G I e L S L T G, T T ..,..........q_..._...,.-.'.‘__ N L L e e e L L wa el pa el O
Y] Acculeramet or bias 7.0 ft/secr o
10 Acceleromneter seple Inltor ¢, 02
GrYOr
11 Kate pyro biugw ' 0.02 yad, ¢
e Bete pyrou =¢.1¢ Tretor 0.0%
error

]
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TABLE 23. THE EFFECTS OF SYSTEMATIC MEASUREMENT ERROR :
ON PARAMZTER IDENTIFICATION :
i
!
y PREDICTED PARAMETER STANDARD DEVIATIONS' :
PARAMETER  |n) qEpNATE . NOMINAL CAsE @ CASE 10 4 casE 11 CASE 12
N SYSTEMATIC ATCELIROMETER ACCELERCMETER |. GYRO BIAS GTRO SCALE
, ERROR BIAS ERRURS SCALF. FACTOR EEROFS FACTOR EKRRORS
Ao ) = BRIt 12 110 T B z==]
€, 0.0237 0.0387 €.0273 0.0247 0. 8250 :
"o
Cv 0. 8EQ ©.917 0.RB74 0.980 1.021
]
f_‘y 9. Q0HRG Q00877 Q,00745 0.00572 0.005681
3 '
c, ' 3.168 1,709 1.190 1.340 1.322 {
'u v
C, 0. 06628 ©.00E38 0.00710 3. D08A2 0.0Ha7S
‘or ]
Ch 6.23 $5.37 6.40 6.62 6.¢0
'y
Cy vLoynd 0. 0924 0.0910 0.09834 0.1058
o0
Cy 1195.0 1206.0 1195.90 1208.0 11R7.0
q .
C 6, ou 6. a7 6. 46 .68 6.60 o
Hf, . ) K L : '
A\l
Cy 0.16a2 1045 | 0.1010 G110 . 0.122 co
6r § . B i
1 N )
L‘n . 1246.0 . i 1281.9 124 4 125%5.0 1261.G ‘ ;
r i N . H )
A Byo- ’ . t
tenetlc ' " 7
LYoy [TV 1.0 ¢ 00248 O.6137 9 90116 .
] ,
Y Ryu- .
temutle Y .
ErruT 6.0 0.3C0 ' 0 .5121 0. 067260 0 ,459948 X
o : : . .
2 Bye~ .
ceomuntic .
exeuy .0 1,085 o.0128 O .00 QL O05 D ,
. — — . - '
freovelnen wre ot ghown {or these cagen though wond sntistical e d : » - !
uediciions and acturl chtimttlon crrorn woh tound Sn n"H l;kl:('Fr. rERErmTIL bubseen (A3 ten t
' H
1
WIRND STUDTES .
L priwary noviveticon for the reaufvement of o and £ '
grnsors on 1ight vehicles Jiwve An Lhe Ccopnldergtion of pong -
apber.e ving, Accelerome o fLC RTaLe B G S0DYe I Tiong
with Tegpect Lo Inertint spree,  Tovese motions ave pruduced
by forevs pud moments which result fras wasstle wnd mdsalle
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cont:rol surface orientation with respect to the relative
wind. The aerodynamic coefficients relate the relstive wiud
to the forces and moments. 7To estimate the aerodynamic <o~
efficients, estimates o] force and mowents and estimates of
the relative wind must be inferred. Giver the serodynamic
coeificients, the relative wind informaticn (« and B) can be
determined from acceleration and rate gyro measurement and
known control surface detlections. Alsn, given good esti-
itates of initisl missile inertial velocity and & perfect mea-
sure of atmospheric vind -- the relotive wind velwocity can be
ectimatea via integration ol the acceleration over shert time
intervals. With uncertain wind and initial velocity errars
as well as parameter uncertainty, it is not clgar whether

¢ and B can be estimated with surficilent sccuracy td improve
the estimates ¢! the aercdynamic parameters. Thus, it might
.. arpued ithat ¢ and £ seusors are required for Hweraméter
identification when aimospheric wind uncertalintics are prasent.
A brief study addressing this issue is discussed here. The
test cases arce listed in Tuble Z4.

My L T I B S L . R T T s Pkt ST T A N o \ 3 o
The capaipiiaily o1 including o deterministic wing is

<

incloded in toe EED generalized alrfrane model. The steady
component of wind 1z moadeled by o hordzontal vector with
magnitude ard beading thst are funciions or altltude. The
inclusior of a steady wind correctly modeled within the filter
dynam.cs was found 1o hove 1ittle cftect on the porameter

identificacion pevformance (a slipght ddentificution dmprdve.

mert was noticed, apgoarently trom the additional u and £ ovarie-

tion resulitng from the wind. A& norizontal vipsd viaive ol about
L4 . \ . '
130 fi/vec oriznted 45 deprevs from the dnioici wissile head-

ing wanm assumed.

T T e

oL percentile wand wt 208 d¢oet alvivude (Rederencye 14).
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TABLE 24. WIND STUDIES

3 ‘ DESCRIPTION

15 Nominal case with deterministic wind addesd

14 Lnceriain wind added to Case 13

15 Case 14 with poor o-£ sensors

16 Cawe 15 with poor initial attitude and velocity
ve lues

17 Caze 1€ wiih acgurate o-6 sensors

v SN 7 Al 31 Eapunay .

N

In adcition t¢ the determinastic wind, a8 random (but
constant) wind bias was modelead and egtimated (Case 1%).
kandom wind bigses of up to &0 ft/sec in the three inertial
axes were modeled. With nominal measurements and initial
conditions, Yivtle change was observed in the parameter iden-
tificariocn zeourscy and 1he wind uncertainty was improved from

50 ft/sec t¢ about $C ft/swe in each 0Y the three inertial

directions. ‘The nomival o and P sensors were included in
these Quses,

The effecis of the o and £ sensors on the identifi-
cation sceuracy witln large deterministic wind and Javge wind
uncertiainty was determined by varving the measurceroent nolisc
loevel on the o ang ¢ osensors (Case 10). The nominwl o and 6
sensor nolse level of 0.02 radien was increased Lo 0.2 radian,
representing essentianlly no information provided by the o and
b sensors.  Tor thls cwse there was no noticuble Jecrease in

the purameter ifdepidficalion pocuracy. Some degradation in

the abaility to estimute wind was noviced, with wind uncertain-

ticen 01 aboutl 40 1t/scC.
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Some additional studies were conducted to isolate
the relationship between 1hitial state uncertainties and
parameter identification in the presence of wiad. Note that
if good initial estimates of the lateral components of mis-
sile inertial velocity are available and if geood initial
estimates of misaile attitudes are known, good initial esti-
mates of a and B can be computed. By propagating these ini-
tial estimates through the airframe dynamics, o and £ esti-
mates may be inferred. For Case 16, the lateral velocity com-
ponent uncertainties were increased from the nominal value of

R s FOANES e s K RS A PRSI SSRGS i

20 to 80 ft/sec while the initial missile attitude uncertain-
ties were increased from nominal values of 0.04 to 0.2 radian.
With the large o and B sensor rms noise level (0.2 radian),

this case exhibived {ililer Aiver

gence. TFigure 17 sh
resulting z-axis windg estimation errors as a function of time.
Case 17 was performed with very low w and £ sensor noise levels

(0.002 radian); the filter performance was near nominal with

the z-axis wind estimation error shown by Figure 18. Thus, to

avoid cdivergence in the presence ol large state initial con-
dition errors and uncertain wind, accurate ¢ and £ measure-

menis may be required.

ESTIMATION OF MONLINEAR AERODYNAMIC EFFECTS

The previous sections considered only the so called
"linear” aerodynamic effects, however the resultiing dynamic
model is highly nonlinear in the augmented system statz2 vectuor.
The inclusion ot additional "nonlincar aerodynunce c¢llects”
is conceptuully ro more difficult to handle in the parametler
identificaution algorithms than the previous exumples.  Never-
theless, in orger to demonstrate the curabilities of identily-
ing & larpe number ol parametlers, a variety of nonlincu:s and
crous coupling acrudyoumic paramclers atve identificd in this

sccllion.
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One strategy for applying system identification to
an airframe might include the following steps. First, at{empt
to fit the observed data using only the linear aerodynamic
terms. Observe the resulting residual process, parameter
estimates and the respective one sigma bounds and evaluate
the filter performance from the standpoint of consistency.

In many cases a linear acrodynamic model should provide rea-
sonable correlation. Next isolate potential nonlinear aero-
dynamic effects likely required to improve the model. These
additional nonlinear terms may be provided by the wind tunnel
data or through insight gained by inspection of the residual
process. For example, if a large descrepancy occurs 1in the
lateral acceleration residual at a time when a large roll
rate is observed, a roll coupling term might be added. This
“"intuitive approach"” to model structure selection relies
heavily on the experience of the user anc requires a highly
flexible identification algorithm so that aerodynamic co-
etficients can be removed or inserted easily.

Once a list of potential additional parameters has
been selected to improve the linear model results, parameter

rr
et

(=N

uncertainty standard deviations must be selecied to initial
the additional parameters. In some cases an uncertainty
level might be ascertained from the wind tunnel data. Alter-
natively, uncertainties might be computed by considering the
contribution of the additional zerodyvnamic terms to the total
aerodynamic force and moment coefficients. TFor example, if
the average angle-of-attack and sideslip over a segment
selected for identificaticon is observed to be o and B, the
average contribution to Cy irom u is about Cy  &. The uncer-
tainty in & term such as CMua might be selected to produce

an uncertainty in CM of about 10 percent ¢f the known primary
contributor, CMQ' Thus, the stundard deviation, CQF. in CMQ

15 sclected as,
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-8 percent tc the aerodynamic coefficients.
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A st was conducted where 25 additional terms were
inclugéed in the aerodynamic model used in the nominal cuses,

resulting in a total of 36 aerodynamic¢ parameters. These
parameters, their mean values, standard deviations and true
valles are given in Table 25. The standard deviations were
selected so that each new term contributed on the order of

Diflerent pitch and yaw control inputs were used
t

fer this test case. These inputs together with the resultiug
angle-of-attack and sidecslip are showr in Figures 19 and 20,

i
Only ong second of data was processed, but the data rste was
igcreased to 100 hertz. The large angle-of-avtack and side-
slip variations in this trajectory sinould provide good obh-

servability of the nonlinsar cerms,

An zdditional test case with 30 parametzrs wis per- P
formed where the control inputs of Figures 1¢ an? 20 were .~
reduced by hali. The resulting angle-of-attack un#/;&ﬂégllg
are also indicated in Figures 19 and 20, I{};&fiﬂierQSLing

to note tha*t the addition of the nonlinsaf und coupling nero-
t1

dyvnamic effects are not obviogifirbh casurl obiservation of ; §
Figures 18 and 20; the piteh and yaw planes do not appear i

coupled and thz o and f responses to contral inputs could
result from a linear acrodynamic model. The identification

of subtle aerodynamic effects which cuntrlbute 1little to the
basic lincar sirfrems response provides an exceilent demon-
stration of the capabilities of the postflipght dal=n proacessing

algorithm discussced here.
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The predicted parameter accuracy as well as the values
of n, are shown in Table 25 for both coantrol input levels. The
parameter estimation errors and the predicted one sigma bounds
are shown in Appendix A, along with the residual processes.

All consistency tests indicate the extended Kalman filter to
be performing correctly, the residuals appear white and re-
sidual magnitudes are predicted accurately and the state and
parameter errors behave according to the predicted bounds.
The values of n indicated in Table 25 indicate excellent

filter performance.

With the larger control input and the resulting larger

o and £, accurate cstimates of the third-corder terms are ob-
tained rapidly. Notc from Figure A-4 that the primary param-
eter accuracy improvement comes prior to about 0.4 second -~
after about 0.5 second little additional improvement results.
Yet the majority of the large o and B variations occur after
0.5 second. The drag-related terms and the Mach number varia-
tion effects are less observable than the pitch and yaw dy-
namic terms. The drag terms produce relatively zlight changes
in longitudinal acceleration so that difficulty in identifying

these effects is anticipated over short data segments.

The estimation accuracy achieved with reduced control
magnitude was significantly reduced for ten third-order non-
linear terms, with the average degradation being a factor of
about seven. Estimation error degradation for the remaining
parameters was not significant. In fact, the five Mach nur ser

variation terms were improved with less « and f vevia ion.

ADDITIONAL PERFORMANCE STUDIES

A variety of additional studies have been conducted

during ihe course of algorithm development. In particular,
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% parameter identifacation sensitivity to data rate, state
% initial condition magnitude, and process noise are discussed
; in this section (Table Z6). These cases are variations of '
: the aliternate nominal trajectory. The predicted identifica- 3
tion accuracies for these three demonstration cases are given : E
in Tuble 27. . j
. ié
y
L TABLE 26. ADDITIONAL PERFORMANCE STUDIES
H
CASE ok "*
NO. DESCRIPTION b
l T T TSI T T T L = j
i 18 Halve the nominal data rate to 25 Hz f F
' C . B |
o 19 Double all initial dynamic state :
Sl uncertainiies 5
Ly ‘
{E 20 Set the pnrocess noise magnitude equal : Q
Ly tC¢ zZero . H
| |
L *The measurement and filter medel structures are I |
b identical on all cases. 1
B ;
E *
L Case 18 indicuates that data rate reduction increased
i-’ the parameter estimate standard deviations, but not signifi-

cantly.

pm——

Doubling the simple rate (data not shown) did not
change the c¢stimation accufécy -- indicating 50 hertz to bhe ‘
' neur the optimal data rate for this nominal case,.

Doubling the dynamic state initial condition uncer-

tainty (Cumse 19) ulso increases the parameter estimation
error, but not ¢

g.pcificantly.

Tnis demonstrates an insen-
sitivity of the estimates

to state initial conditions, as
well as showing that large initial condition uncertainiy can
be tolerated witLout indications of filter divergence.
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TABLY 27. ADDITIONAL FILTER PERFORMANCE STUNLS
T e YHERTICTLD STANDARD DUVIATYONS
AN LTAIUAN. D1V LATIOK CASF 1% CASY 10 CASY 0

NOMINA] HALVED DATA boupLE e MO THOCLAS
IR . ____R_i\.‘r UNCERTAINTY NOLSYE
L v O, 0460 0. 060 0.0H6 (AR RN
Uy 10 ¢ 0. 7KG 1,025 0.a21 0. 600
Oy . 0. 01 0. 0045 0. 0054 0047 0.0033
Ca 10,0 Lan? 1.27 1.156 0.76
L‘,__\”l (AN LD 0, 0062 0. 0071 0. 0062 1. 0054
('Nl‘ oG hot 6.1 5.6 2.7R
(‘MM‘ Q.7 0.0 0.113 0,102 Q, 0hy
(‘A'.q ; 20000 11R6.0 1214.0 1180, 0 2E6G. D
(‘NH RIMEU 47 5. 30 roan 270
CNg, [$3n) A 4liTe) 0. 081 0.074 0. 042
C,y. aonn ur3.0 1004.0 ARG . 247.0
o

Case 20 shows identification accuracy with no pro-
cess noise input. In some cases eigniiicant identification
improvement Tresuits, particularity CMO and CNr. The process
noise adds directly to the force ard momen t equations whic
include the aerodynamic parameters. As more noise is added,
the deterministic structure of tne model has relatively less

effect sc that the parameters hecome legs observable.

An additional test case was performed in oraer to
demonstrate the capability to fix certain well known param-
eters while estimating other terms. The less visible pa-
rameters from the nominal case are CYér’ Czéq, CMq and CNr'
1{ the remaining 7 coefficients are fixed at the true values
these less observable parametetrs should become more visible.
The improved identification accuracy for this case i:: .<hown

in Table 28.
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TASLE 28, IDENTIFICATION ACCURNACY WITH
FARTIAL PARAMETER SET

- f— —— -
FREDICTED JTANOA - DTV VATIONS
PARAVETE] INITIAL UNCHRTAINTY 11 PARAMETERS (NOMINAL) 4 PARAMETERS
Co 0,01 Q. (%448 0.00288
3 e
<, 0.01 0.0061:1 0.00432
'-'1(4
S 3000 .1 1032 .0 1020.9
L
‘ Cy L a0 . 0 850.0 7e5.0
T

SYNTUETIC Da/A PROCESSING F2OR 4 CASE EXHIBITING LARGE MACH
NUMBER VARIATIONS

The aivorithm verificaticon exercise presented in the
previous sections vtilized simulzated measurements produced
with subroutines shaed by the filter. For these cases the
structurs of the dyqamics ased Tor measurement generation was
known to be idzntical 1o the sirucvure assumea within the fil-

tering algoritnu.

Aan additional siuwdy was to be performed during this
erfory in ordsr te exercise the general purpose airfreme
ricdel and the filtering algorithm against synthetic measure-
ment data rrovided nv the Air Force. The data were to be
gencrated bvou missile exhitating large variations in Mach

niuamper,

*
Svnthetic data were provided by AF¥ATL that were

generated from a six-degrees-of-freedom simulation developed

*Air Force Armument Laboratory, Eglin Air Fcorce Base, FJorida.
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independently from the model discussed in Section 11. This -
data represents a 6.6-seconds trajectory from a high 1ift,
bank-to-turn airframe for a short-runge air-to-air inter-
ceptor.  The trajectory contains a 2.6-seconds hoost followed
by four seconds of coast flight during which various pitch
and yaw maneuvers are executed. The Mach number, angle~of-
attack, and sideslip profiles are given on Figures 21, 22, !
. . ,
and 23. Other trajectory variables -~- accelerations, body h
rates, attitudes, etc -- were provided by AFATL to represent :

noise-free measurements.

The equations used for modeling the aerodynamic forces
and moments were provided by AFATL and are shown ia Table 20,
Avrodynamic parameter values corrupted by "approximately 10
percent error” were provided Ly AFATL in the form of Table 30.
The objiective 0of this exercise was 1o identify a2n aerodynamic
model which accurately reproduced the synthetic measurements

during several segments ol the trajectory.

2.60 ‘ I
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Figure 21. Mach Number Profile for AFATL Interceptor
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TABLLE 2v. AERODYNAMIC MODEL I'OR AFATI. INTERCEPTOR
Acerodvnamic Force Coefficients:
2
c,=C, +C_Jax] +C o+ C  [&t]
X X X, X,2 Xit
C. . =C_ R + T &r
Y Yer
(‘z=(“ Q+CZ 8q
W 6(.1
& 1§ -& =& § «8 +8§ E =8 - Q N .
R R e e L N B R N /&
Avrodynamic moment coefficients 1
¢, = C ap + C & + C p D/2v
L ai L&p p pp m t
—~ + L T
Cy = Oy o+ Gy &+ Gy aD/ievy
N 8q 3
= 2 N I
CN CNA + CN§~ S CN T D/H\m 1
t AP T i
T
i

T ST

o]

w
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TABLE 30,

- w e B .,

APPRONIMATE AERODYNAMIC PARAMETER
VALUES FOR AFATL INTERCEPTOR

COLFFICIENT VALULES 7‘ S COLFFICIENT CHANGE
AERODYNAMIC ) AT N = 2 (PC)
CORFFICIVNT () MACH « 1.1 | MACH = 1 5 | MACH = 3.8 (PER SECONIM
c, ' .32 0.264 0,178 13
o
(‘x [ANURIR {. 0051 0,001 50
Q
(‘x =0. Q0032 ~0. 00015 O, 00011 10
o
c, 0,00 0.018 0.008% an
it
("‘. -(.125% -0 . 080 ~-0. 037 1¢
c. 0.108 0.088 0.022 H
Yar
C Q.40 .32 0.18 pidl
z
a
C 0.103 Q. 058 Q.019 33
4
Q
C -0, Q0408 ~=0. 00328 =0.00104 33
Laf
C 0. 003 0.061 0.024 3&
Lép
¢ -k, 35 =& .50 -3.60 20
L
r
Cy -0.066 -0.024 0.o12 b
Y
CH -0.158 -0. 093 «~0.034 30
éq
C -20.8 -23.% -12.7 20
M
Q
C,. 0.146 0,074 0.01% 0
Ng
CN -0.1GE «-0,001 -0.036 K1}
&r
CR -10.8% -5.7 =-2.1 35
T
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The significant characteristic of this data from the
standroint of parameter identification is the large variation
of Mach number during boost and coasi as well as the large
variation of the aerodynamic coefificients with Mach number,
as seen in Table 30. The percent rate of change in param-
eter magnitude (PC) at about Mach 2 is also indicated on '
Table 30. The quantity PC is computed according to,

i sC
N it 1
PC; = | 5w at/ci *100
where
Ci = ith aerodvnamic coefficient
M = Mach number
dll/ot = 0.723 per second

Note that for the majority of parameters,PC is greater than

30 percent per second for this trajectory.

The aerodynamic parameterization presented in Section II
assumes only slight variation of the aerodynamic forces and
moments with Mach number during any Ilight segment selected for
identification. The allowable Mach variation can be expressed
more quantatively by considering the time required for accurate
parameter estimation versus the time variation of the param-
eters with mach number. For example if the parameter uncer-
tainty at Mach 2 were 10 percent and the parameter rate of
change with Mach number is about 30 percent per second ~-- then
the allowable time--interval for accurate identification should

be small with respect to 1/3 second.

It becomes apparent that the aerodynamic parameteriza-
tion of Section 1I is inadequate for the large Mach variation
in the synthetic data provided by AFATL. Several alternative
wethods are proposed to allow aerodynamic modeling from flight
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data in cases where all parameters mey have large but lineor

time variations over the selected segment.

) Estimate the parameters as though they
are constant -- assume the resulting
parameter estimate to be an average
value; i.e., associate the final esti-
mate with the mach number at the center
of the segment. :

® Add parameters to model the linear
variation of each coefficient with mach
number; this will double the number of
parameters to be estimated.

® Model the aerodynamic coefficients as time
varving random processes -- i.e. dynamic
states rather than parameters. This does
not increase the dimensions of the required
EKF. Reference 15 provides an example of
identification of time-varving parameters
using this method.

° Treat the aerodynamic model presented in
Section II as a perturbation model which
must be added to a more thorough a priori
model containing the primary Mach number
variation affects. The model used for
identification would thus include the
wind tunnel model used ior preilight
studies and would generate identical sim-
ulation resultsif all perturbation aero-
dynamic coefficients were set to zero.

The perturbation model coefficients remain
time invariant and vet should remain valid
over larger flight segments provided the
dominant Mach number trends are contained
in the wind tunnel data. This procedure
may require significant reprogramming

from vehiclie to vehicle depending on the
particular forms of the wind tunnel models.

Each of thes2 procedures, as well as certain combinations
of them, should be investigated using appropriate controlied

test cases. Such studies are recommended for future effort.
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SECTION V1
AERODYNAMIC MODEL STRUCTURE IDENTIFICATION

BACKGROUND

The need for aerodynamic structure identification
arises when the form of the missile dynamic model is uncertain.
The design of an extended Kalman filter to estimate aerodynamic
coefficients is based upon & specific stochastic model for the
missile's motion. If this "filter model” is inconsistent with
actual missile behavior, poor aerodynamic coefficient estima-~
tien accuracy may result. The ohjective of structure identifi-
cation is to determine which model among a given class of models
best represents the phvsical system of interest. Thus, the
structure identification problem is one of approximation; i.e.,
determining which model within the given class best approxi-
mates the input-output response of the physical system. A
method has been developed for identifying model structure when
its uncertainty consists of severai different models which
might be best or correct. This method, based upon hypothesis
testing theory, is demonstrated and evaluated in this chapter.
Further examples of structure identification using this method

are given in (Reference 16).

Structure identification is an important component of
system identification and parameter identification for the

following reasons:

s If the chosen structure is tco complex
(i.e., if too many parameters are in-
cluded in the model), estimates of the
relevant parameters (i.e., those param-
eters needed to described the svstem
response) will be degraded. This par-
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ticular difticulty becomes severe when
there is a limited amount ot input-output
data available

e 1f the structure chosen is too simple
or inrcorrect, the phyvasical system can-
not be adequately represented for any
values o! the parameters in the selected
model.

Researchers in the field of structure identification
have recognized the obvious trade-off that exists between the
number of parameters used in a model, and the ability of that
model to fit a given set of data (References 17-10). Many of
the techniques currently in use for selecting a model are based
upon leust squures ftits of model parameters to the data. The
model siructure is chosen accerding to subjective stuiistical
criteria which depend upon variables, such as ''risk levels,”
that are¢ specified in an ad hoc fashion. In addition, least
squares approaches are theoretically deficient in that they
are based upon certain assumptions about error statistics that
are rarely satisfied 1n practical problems of structure iden-

tification. When these assumptions are not satisfied, the

least squares estimates develop bhias errors which can severely
hinder the model selection process.

A~
- mAlat e

The motivation for the tecanique used here comes from g
previous work done on the parameter identification part of the ' o
system identification problem. Least squares techniques were ” ;
initially employved for parameter identification due to their 4

relative simplicity:; however, they often produce bhiased, in-

accurate estimates. Subsequently., more accurate techniques

evolved such as maximum likelihood (e.g., as applied in Ref-
erence 20), and the extended Kalman filter (References 2 and
12). Inaccuréte results have also been observed trom applica-
tion of least squares procedures to the structure identifica-
tion problem (References 21 and 22); specifically there is a
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tendency to select models having too many parameters. In this
chapter a new technique based upon extended Kalman filtering
is presented. It is used to obtain an improved solution to
the problem of structure identification applied to missile

aerodvnamics.

The structure identification procedure used in this
study is illustrated in Figure 24. A number of hypotneses,
Hl’ H2, Hn’ are defined, where Hi is the hypotheses that
the model structure upon which the ith filter is based is best.
The choice of the set of hypotheses (or set of candidate mod-
e¢ls) is based upon the a priori information available about
the system to be identified. The best model structure can be
identified by operating n extended Kalman filters in paraliel,
as indicated in Figure 24, with each filter designed according
to one of the candidate models. At the same time it is pos-
sible to recursively compute the probability PHi that the ith
model 1is correct; making use of the filter state estimates
ii and the measurement data; the relative magnitudes of these
probabilities provide a basis for selecting the model which
best represents the data. The mathematical details of this

procedure are presented in Appendix B.

The remainder of this section presents a structure
igentification study for an air-to-air missile. Several can-
didate models are selected, having different sets of aerody-
namic parameters. One of these models, the '"truth model", is
used to generate synthetic measurement data. Extended Kalman
filters are then constructed based upon each of the candidate
models and used to process the measurement data. The prob-
ability that each model (each hypothesis) is the correct one
is computed using the structure identification algorithm.

The ability of this procedure to determine the correct system

model is demonstrated by a number of simulations.

b
b
L.W!m--..~




e

B

x>

MEASUREMENT EXTENDED

+ Iy
. > P
: CATA kALMA:H(,‘IER_ r?——b |-~ H,
! ! -
1

EXTENDED X9 RECURSIVE

+ 1
KALMAN FILTER, ) —2p] r’:‘é’;‘;’gl‘ffy‘g > "1,
Yy - COMPUTATION
L ]

Y

1 o R GAATRLA AP S I P R

s

1.

B,
-

EXTENDED
P~| RALMAN FILTER, —p My
H

n
n >

X
-

Y«

Figure 24. Functional Diagram of the Structure

Identification Algorithm

o

oy

|
[
1
[
|

L EXPERIMENTAL RESULTS

The experimental results presented in this section
, are based upon the air-to-air missile model described in Sec-
]i tion V. Three versions of this model are emploved here as
|

truth models to generate synthetic measurement data. The

Tirst has 11 aerodynamic coefficients, the second has 16

and the third 20. Table 31 lists the parameter values for

the three truth models. The control ianputs,

T e ™ - e STp B R

measurements,
{ noise sources, dvhamic initial conditions, and other model

| - properties are the seme as the model fully defined in Section )
' V.

Note that Model 1 hus only linear asrodynamic parameters,
while Model 2 has five aiditional nonlinear parameters, and
Model 3 has four more norlinear parameters than Mocdel 2.
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TABLE 31. TRUTH MODEL FARAMETER VALUES
PARAMETER VALUES
PARAMETER . R A RT- v
Cx -1.993 ~1.903 ~1.983
0
c, -37.468 -42.12 -42.12
e
C)_ =0.0488yd -0.0409 -0.0409
. or
: c, -42.120 -37.89 -37.89
“a
Cz =0.04092 ~0.0388 =0.0371
&
°qQ
CM -372.24 =-166.1 -c34.6
a
C“ 3.2617 2,800 3.3%91
“8q
CM -10432.0 -9538.0 ~10321.8
u
CV 166.33 206.6 205.17
3
CF -2.49014 -2.835 -2.0C2
Sr
CN -128902.0 -12491.0 ~12246.0
r
Cx 2 - 10.08 10.08
a
E de2 - ~-4. 586 ~4.808
C.\] 3 - =680 .4 563 7
a
Cy o - 583.7 «130.7
TaTy
CNQS - 059 .3 36.C22
C. - - 103. 34
2.9
C - - G.121%
'\100(1
C.\' 2 - - ~a383.°
a =3
Cu - - e . B6J
5325r
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Before proceeding with specific test cases it is im-
portant to emphasize the difference between the truth model
and filter mcdels in a given simulation. The truth model is
used to generate a specific set of synthetic measurements.

The filter model is the model upon which a particular filter

design is based. 1In each case, for a particular measurement

sequence, twu or more extended Kalman filters are used to pro- ‘
cess the data. Each of these filters is based upon one of the

models defined in Table 31. The outputs of these filters are

then compared by the structure identification algorithm to

determine which filter model best represents the truth model

used to generate the data. The initial parameter statistics

for the filters are given in Takle 32. Other than these

initial statistics, the filter design and impiementation are
the same as the nominal case described in Section V.

P TIPArTR

In the first test case ol the structure identifica-
tion procedure, Model 1 is used to generate the synthetic mea-
suarement Jata. Three hypotheses, Hl’ Hz, and H3 are formulated
and defined with their corresponding probabilities as follows:

H. - Hypothesis that the ith filter model corre-
1 sponds to the truth model, for i=1, 2, and 3
PH ~ Probability that the hypothesis H is true, )
i given the measurement data. '

To compuie the three probabilities of interest, the measure-
ment data are prccessed independently by three extended Kalman

TN T AN YN AR SN T Sorr iy e M

filters, each designed in accordance with a different hypoth-

esis (i.e., filter model). The estimates and error covariance
matrix of each filter are then used by the algorithm described
in Appendix B to compute the three hypothesis probabilities as

T

a functicn of time.

= o




TABLE 32. FILTER MODEL PARAMETER INITIAL STATISTICS :
o ' )
INITIAL TNITIAL '
MEAN STANDARD DEVIATION : 4
. 1 3
PARAMETER ™V ) "FITTER | FIL1ER FILTER |  FIL1ER 3
MODELS MODEL 1 MODEL 2 MODEL 3 B F
N t
[ -1.63 0.4 0.4 0.4
x
0
c, -43.5% 10.0 10.0 10.0 . 1
¥3 :
c. -0.044 0.01 0.01 ¢.01 ; 3
.6:. s
<, -43.55 10.0 10.9 10.0
o . E S
c, -0.044 0.03 0.01 0.01 ; S
éq P
.
<y -260.55 50.0 50.0 507 13
a 3
c,. 2.9 0.7 0.7 0.7 1
by :
a §L
Cy -12500.0 3000.0 3000.0 3000.0
q : 1
Cy 200.55 $50.0 50.0 50.0 L1
Is 5
1
Cy -2.9 0.7 0.7 0.7 ?
“ér i 3
Cy ~12500.0 3000.0 3000.0 3000.0 S &
N 4
. 4;
Cy o 0.0 - 10.0 10 0 _E
[
pH
Cy 2 0.0 - 10.0 10.0 Ai
B N
t
Cy 3 0.0 - 1000.0 1000.0 o
a ‘ ‘i
. - |'. ?‘
Luazu 0.0 1700.0 1000.0 t
i
Cx, 3 0.0 - 1000.0 100C. 0 . ;
i
<, , 0.0 - - 200.0 i
C‘l 0.0 - - 1.0
“adg i
Crals 0.0 - - 100G.0
Cx o 0.0 - - 10.0
T r
;
{
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Figure 25 illustrates the result of the above pro-
cedure where the initial a priori probability of each hypoth-
esis 1s assumed to be one-third. Note that initially, the
probabilities Yemain constant and equal until approximately
one-half second into the flight. During this period, the
missile is in steadv-state flight with zero control inputs,
(see Figures 14 and 15). This behavior indicates that the
datan contains little or no information that can be used 1o
discriminpate between the three hypotheses. At about one-half
second the control input begins and the probability of the
correct hyvpothesis, PH , rapidly goes to 1.0 as the others
approach zero. 1

For the same measurement dota as above, two addi-
tional ceses were run using the structure identification pro-
cedure. TFigure 26 illustrates the discrimination achieved

sand H
1 d
result for H, and H,. In each case the correct hypothesis is

1 3
rapidly identified soon after the beginning of the missile

hetween hypothesis H n and Figure 27 presents a similar

control input.

In o second case study, Model 2 is used to generate

" the measurement dsta. Figure 28 shows the results of the

structure identification procedure for the three hypotheses.
Note that the algorithm rapidly identifies the correct hypoth-
esis, H,. Py

2 3
hyvpothesis Hq contains all of the parameters of H2. whereas Hl

remains consistently higher than le because
conta ‘ns only a part of the parameter set needed for Model 2.

As a further illustration, Figure 29 shows the re-
sult of computing Py, and pHS from the Model 2 data. Note,
that in this case neither hypothesis is correct. Since,
however, filter Model 3 contains Model 2 as a subset, whereuas
filter Model 1 does noi, the probability calculation picks

104
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Figure 29. Frobability that H; is True when
H2 is True, for i = 1 and 3

that hypothesis which best represents the actual data. This
demonstrates that the technique will not only select the cor-

rect hypothesis if it exists, but it tends to select the best

In the final test case, Model 3 is used to generate
the meusurements and the same three hypotheser are tested.
Figure 30 shows that aguain the correct hypothesis is rapidly
identified.

The above results clearly demonstrate the ability of
the structure identitication procedure to select the correct
system model when the data centains informatior thet allows
the discrimination 1o be made. In practicel cases, the tech-
nique can be used to evaluate the accuracy 2f & servies of

models, none of which may sueguately described ithe sysiem
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which generates the data., The computatioggl cost of this
procedure is simply the cost of applying an EKF to the data
for each proposed model, since the probability calculations
require little additional computer effort.
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SECTION VII
GBU-15 FLIGHT TEST DATA PROCESSING

BACKGROUND .

The GBU-15 is a lamily of nonthrusting air-to-ground
standci{ weapons launched from an aircraft and steered during
flight so as to impact a designated target. Among the GBU-15
family of modular glide weapons, the PWW (Planar Wing Weapon)
is characterized by a high aspect ratio swept wing, cruciform
tail and bottom mounted fin. Figure 31 gives the signifi-
cant physical characteristics of this airframe. Extensive
wind tunnel testing (over 250 hours) has been conducted in
order 1o determine the aerodynamic model for autopilot de-
sign and performance evaluation. In addition, flignt tests
have been conducted to exercise the airframe throughout the

flight regime and to verify performance predictions.

The data required for modeling the GBU-15 was pro-
vided by AFATL and included mass, CG and inertia characteris-
tics, and the detailed wind tunnel aerodynamic model. This
wind tunnel model includes over 60 static and dynamic terms,
each of which requires a one-, two-, or three-dimensichal table
lookup. In spite of the complexity of this model, compari-
sons of in-flight measurements with computer simulated mea-
surements show considerable discrepancy - particularly in
regions where the vehicle exhibits rapid dynamic motions.
Several configuration modifications were made after wind
tunnel testing which were not modeled by the wind tunnel data —-
a telemetry antenna was located aft of the bottom mounted fin

and an o~f boom was mounted in the nose of the vehicle.
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AIRFOIL SECTION = NACA 65410

THEQRETICAL WING AREA = 16.59 FT2
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WING CHORD = 15.00 (LHORDWISE)
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Figure 31. Physical Characteristics of the GBU-15

FLIGHT TEST DESCRIPTION

All data from a single GBU-15 flight test was pro-
vided for use with the parameter identification algorithm
discussed previously. This flight test (AFATL designation
PPV-4) consists of a high altitude launch, followed by an
altitude hold segment, a maximum L/D glide segment, and a
rapid pitch down to a near vertical impact. Several roll
and yaw maneuvers were executed during the flight to verify
autopilot responses. In addition, two significant pitch
maneuvers occurred, one at the transition from altitude hold
to glide and another at the pitch down to impacrt.
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The 1light test data consists of,

° A data tupe containing digitized telemetry
records from onboard instrumentation at
approximately a 20 hertz data rate

™ Atmospheric data from instruments
launched prior to flight test. This
data includes wind, temperature and .
atmospheric density measurements as
functions of altitude

® Radar data processed by an AFAYTL goftware
package. .

The GBU-15 onboard instrumentation included a
lateral accelerometer and normal accelerometer, three body-
fixed rate gyvros, a free gyvro indicating inertial roll and

heading. an a-8 boom, and control surface deflection sensors.

PRIEINT P 5.7 - PRARTOALP:

Information on accelerometer accuracy and o-£f boom wind

tunnel calibration was provided.

R £t e &

The smoothed radar data was produced by an AFATL
missile test range data processing package which utilized

the atmospheric data, together with various radar inputs,

Cen.

to produce estimates of missile irajectory characteristics.

et

Fixed interval smoothing methods were used to provide esti-
mates of position and velocity with respect to inertial

AT

space and with respect to the relative air mass.

PRI

The telemetry data was plotted and visually in-
spected in order to determine segments suitable for aero-

dvnamic parameter identification. Three segmeuts, cach of

about ten-sec lengith, were selected based on thoe dvnamice
activity occurring during the trajectory. Soleo. ed tele-
metered flight measurements are given in Appendix C for
each of the three segmenis. Segment I includes a large
pitch maneuver at the transition to constant glide, GSeg-
ment I] includes a yvaw maneuver with roll coupling, and

-
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Segment III occurs during the pitch down to impact and in-
cludes a large pitch plane maneuver with some roll and yaw

activity.

Table 33 summarizes the initial and final tra-

Jjectory characteristics from the radar data for each of the
three segments.

The wind magnitude and heading from the atmospheric

data are given in Figure 32.

The three flight segments occur
at altitudes from 15,000 to 24,000 feet.

During this period
the wind heading and magnitude are nearly constant with alti-

tude so that a c¢onstant wind magnitude of 50 knots with head-
ing of 305 degrees east of north was assumed.

The missile
initial heading was 326.6 degrees east of north and radar

data indicates the heading was maintained closely throughout

the flight.

initial heading,

ties, this lateral wind component can contribute about 3
degrees to the sideslip (whereas peak measured B values are

about 5 degrees).

Thus,

in the vaw plane representation.

Fach flighi segment was initialized with zero
and with inertial wind approaching 21.6
degrees from the left at 50 knots.

At nominal missile veloci-

wind modeling should playv a key roll

TABLE 33. SUMMARY OF RADAR DATA PROCESSING
FOR THREE FLIGHT SEGMENTS
SEGMFNT I SFGMENT 11 SCGMENT 131

TRAJFECTORY

VARIADLT: 1=0 t=10 t=0 t=310 te=0 t=l0
Altitude (ft) 23988 21752 10085 1B14R 19160 15600
Inertial Velocity
Magnitude ({ps) 550 G28 €72 (13 47R Gar
Relatjve Veloctty
Magnitude (ips) 623 G2 747 767 562 676
Mach Number 0.601 0.659 Q. 706 0.710 0,520 O.627
Flight Path
Angle (deg) -5.84 -30.426 ~24 .18 -8.341 -1R.18 ~GR .67
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The measured alvmospheric temperature was used to
compute the actual values for speed of sound., A comparison
of these computed vaiues and the standard atmosphere values
are given in Figure 33, as well as a comparison of measured
and standard air density. The standard values were used in

the identificsation algorithm,
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The GBU-15 masx properties consist of mass, CG
lJocation, and inertias. These duta are given in Table 34.
The luteral and normal accelerometers are located near the
rear of the weapon at an nvorugo* location as shown in the

N

*The two nccelerometers are actunlly located about 9 inches
apart along the x-axis,

| o
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TABLE 34. GBU-15 AIRFRAME DATA

! REQUIRED AIRFRAME DATA GBU-15 VALULE
| Mass (slugs) 85,354
X,y.2 CG Location {in) 0.87%, 0.0, -1.54
Roll lnertia (51ug—ft2) 119.38
Pitch Inertia (slug-ft?) €75.55
Yaw lnertia (slug-ftz) 747.42
N,v.2 Accelerometer Locaticn (in) -55.93, 1.15, 4.65

table. Instrument and CG locations are given with respect
to the aerodynamic reference point in body txes, defined in
Figure 31.

The a priori aerodynamic model for the GBU requires
a parameterization of the detailed tabular data provided by
AFATL, as well as the assignment of uncertainties td the re-
sulting parameter values. This simplified model was con-
structed based on discussicns with aerodynamicists familiar
with the GBU-15, previous experience with winged aerodynamic
vehicles, inspection of the actual flight data and analysis

of the wind tunnel data.

A simplified EKF model was used for the initial
trials, assuming pitch aerodynamics to te decoupled from the

vaw and roll serodynamics. Yaw and roll are known to be
highly coupled so that all linear yaw-roll aerodynamic ei-
fects frequently encountered in aircraft are modeled (Ref-

erence 23). Additional parameters were ‘nvestigated based

on the initial identification trials.

Figure 3' shows representative examples of the wind
tunnel data. Figures 34(a) and 34(g) demonsirate the complex

3
4

115 i )

i




- raren

g 0.104
— e RE Ql
- ()Y
M= 0.50 .
™~ R~ (N
-\\\\A / .08 1
Y
\
-20 -10 0 9

ANGLE OR ATTACK (deg)

(a) Axial Force Coefficient
vs Angle-of-Attack

0.0e
- M08
- M=07%
003k M- 080
3
X on b i
ST
Q0 [ /
0 | J. - i 1 N S
[} 2 4 [] [] 10 12
SIDESLIP, J tdeg:

(c) Yaw Moment Coefficient
vs Sideslip

Figure 34. Representative Wind Tunnel Data

—mweom )
————— W08 P {
———— M v .50 /

.20 -.10 10 i
ANGLE QF ATTACK (ovg) '

(b) Normal ¥orce Coefficient
vs Angle-of-Attack

a4
J, ——— - 085
.. © —_——— e
\'--. N
. 01+ m— M 0.50 i
----- ~a N :
/—_\'% )
N i
. . NN :
-20 -10 N\ 0 ’
ANGLE-OF-ATTACK. (teg) (P .‘
- 1
D0 -T .,

(d) Pitching Moment Coefficient
vs Angle-of-Attack




"~y s \ - Ve g e RS

-3.0 o
0.4 / -,
= 3
3 02 2 20 |-
< O:
QO w02 ~
0.1 1 A L 1 ! -1.0 1 i 1 1 I
c4 06 08 1.0 12 14 04 06 OB 10 12 1.4
MACH MACH
(e) Yaw Moment Control (f) Pitch Moment Control
Effectiveness vs Mach No. Effectiveness vs Mach No.
0.004 T
<
© MACH = 8.7
0.002 +
s
P
# N
//, N ANGLE-OF-ATTACK ideg)
T P T — T
g //-)d7 5 Y\o 10

7, N
4 e \
/ AN \

V\ |
2004 4 \ \ .
\\ .
\3-4
\

A

A

\

\ Bwg'
\

(g) Roll Moment vs Angle-of-
Attack and Sideslip

Figure 34. Representative Wind Tunnel Data (Concluded)




TTIVCT BT ™ na amm g Y e s e

ndatds NP

b d

AP R S, T ALy () AL

nature of the aerodyvnamics for this vehicle. Only slight
coefficient variation with Mach number below 0.75 is evident,
so that coefficient invariance with Mach number is reasonable
for Mach number ranges given in Table 34. The parameters
investigated in this study are given in Table 35 along with
the initial values and uncertainties.

The only measurements used for identification during
this study are the two accelerometers, three rate gyros and
the o~B sensors. A conservative initial estimate of measure-
ment roise was obtained by observation of the actual data.
These initial estimates were modified by inspection of the
EKF residual process. The accelerometer, rate gyro and a-8
sensor noises were initially given by 2 ft/secz, 0.01 rad/sec
and 0.01 radian, respectively.

The force perturbation inputs (process noise) were
assigned vaiues of 2 ft/secz. The moment perturbation inputs
were given values representative of a 0.3-degree noise in con-
trol deflection measurement at & dynamic pressure of 250
lb/ftg. All studies in this secticon assumed a wide-band

(white) process noise input.

The transfer functions relating o and B to the con-
trol inputs 6 _ and Gr were computed from the mass properties
and the aerodynamic coetficients. This "open loop airframe
response"” indicates lightly damped pitch and yaw plane re-
sponses with damping ratios of approximately 0.18 and 0.08,
respectively, and a natural frequency of about 2.7 rad/sec in
hoth planes. Step responses from the 6-DOF a pricri airframe
model correlated well with these computations.

The GBU-15 utilizes both accelerometer and pitch
rate feedback for stability agumentation. Well damped
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TABLE 35. GBU-15 PARAMETER DATA
PARAMETER INITIAL VALVE UNCERTAINTY (19)

Cxo -0.04 0.02

o 0.0 0.10
}U

Cye -1.58 0.4

c, 0.83 0.15%
Yér

Czo -0.,28 0.1

czu -6.,25% 4.0

C, ~-0.42 0.10
dq

& 0.0 0.02
[s]

CL 0.0 0.02
8

cL 0.096 0.04
ép

ch -0.45 1.0

q 0.16 0.40
T

cMo 0.03 0.20

c -0.3 0.1
M

C -2.3 0.5
h%q

CM -20.0 20.0
q

Cy 0.0 0.003
[}

CN 0.120 0.03
8

Cy -0.35 G.10

. §r
ch -0.66 1.0
ch ~0.04 0.40

=*All angles are expressed in radians.

responses to pitch and yaw plane acceleration commands are
observed with settling times of about 1.5 and 2.5 se¢conds,

respectively.

Some concerns have been expressed in the

literature about the identifiability of dynamic systems im-
pedded in closed loop systems (Reference 24), although studies
discussed in Reference 24 indicate successful identification
in systems operating ir both open loop and closed loop modes.
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No specific investigations into the effects of the closed
loops on identification of the GBU-15 was made; all measure-
ments result from the operaticnal closed loop system.

IDENTITICATION RESULTS

Initial identification tests were performed using
only ten measurement samples .. order to isolate eXxtreme a
priori modeling problems. During this stage the data rate
of 16 hertz (every other data point) was selected, dynamic
state initial conditions of each data segment were adjusted
and messurement noise levels were modified slightly from the
a priori values. The measurement levels assumed in ihe EXKT
model are given in Table 36. After these initial trials, a
100-sample identification test was performed for each of the
three segments discussed previously. The 21 parameters in-
dicated on Table 35 were identified for each segment.

TABLE 36. ADJUSTED MEASUREMENT NOISE LEVELS
HEASUREMENT UNITS ERROR (10)7
NSyt N S — S——r——
Lateral Accelerometer ft/sec2 2.0
Normal Accelerometer ft/sec2 2.0
Roll Rate red/sec 0.02
Pitch Rate rad/sec 0.01
Yaw Rate rad/sec 0.01
a Sensor rad 0.005
g Sensor rad 0.01
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The predicted and actual measurement comparisons,
the residual processes, and the predicted residual bounds
which occurred during parameter identificaticn are shown in
Figures 35 through 37. The vpredicted/actua. measurement com-
parison as shown in these figures must he interpreted care-
fullyv. 1If sufficient process noise is “njectel into a dy-
namic model, almost any set of parameter values may produce
an excellent predicted measurement/actual measurement com-
parison. In addition, the dynamics which generated thesc
measurements utilized time-varying parameters which resulted
during the course of parameter identification. A mome con-
clusive demonstration »f the ability of the final parameter
set to represent the data ig given later. The final param-

eter estimate and the predicted standard deviaticns are shown

in Tabhle 37.

Because of the large angle-of-attach maneuvers during
data segments I and IYI, the pitch plane aerodynzmics should
be highly observable. The pitch plane dynamics appear to be
modeled accurately as indicated by the normal accelervztion,

pitch rate and angle-of-attack residuals.

Large values of the correlation coetficients betrween
some parameters were observed, naivrticularly opetween CZO and
Cza and between CMo and CMa' Segments I and IXI producsd
correlation coefficients of 0.91 and 0.87, respectively,

between Czo and Cz,. High correlations such as these make

interpretation of actual parameter values difficult since a
family of parameter values may produce near identical residual

The estimat? of CMa was conzistent between the

processes.,
two segments and showed a slightly positive value -- indjcat-
ing a less steble airframe than predicted by wind tunnel data.
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TABLE 057, FINAL GBU-15 PARAMETER LSTIMAVES

v 1090 RN rw s

FINAL PARAMETER TISTIMATES
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SEGHENT 1

SEGMERT II
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SEGMENT 111

- -

s
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Dats s2gments 11 and III should provide good param-
eter gbservability for the coupled ro0ll and yvaw plancs. The
residual processes from these segments sppear to indicate
nodeling errors, Note, in particular, the low freguency com-
ponent exhibited in the B residual for segment II in Figure
35(g). A variety of attempts were made to improve the roll-
vaw model. The additional coupling terms indicated in Table
38 were investigated but little improvemeint was found. Early
in the study some confusion arose in the correct signs of the
input control geflecticns, particularly dr and §p. Switching
signs on these inputs produced no improvement. ¥Figzure 37(g)
suggests the sign of the B sensor may be incorrect, Changing
this sign resulted in much better behavior of the B8 resiqual
as shown in Figure 38.

Scveral factors may contribute to *he modeling dif-
ficulties in the roll~ya%w dyrnamics,

) The model assumed here wmay act
accuratelv canture roll-yvaw effects.
The roll wirnd tunrnel data of Figure
24(g) supports this premise.

. The initial parameter values may not be
accurate enough to allow the filter to con-
ve: ge to the correct values,

@ The yaw-roll meneuvers are ol such low
amplitude and frequency as to provide
little isformution in the dsta about
the yaw-roll coefficients.

® Signa o! the measurements and/or control
deflections may be wrong.

It is not readily apparent {rom the data presented
thus fer thrt the models resulting from parameter identifi-
cation offer an improvement over the & priori models. In
order to demonstrate that the ccllection of final parameter
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estimates represents an improved model, two predicted mea-
surement profiles are presented -- one generated from the
initiel parameter values and & second firom the final param-
eter estimates., The inurovement in the agreement beiween
the actual measurement and predicteda ipcasurements is a mea-
sure of‘the knowledge gained through system identification.

As cemonstrated in Section V the initial condition
errors and process noise inputs prevent comparisons resulting
{rom a straizghtforward integration of the dynamics using the
initial and final parameter estimates. Several of the results
rated above suggest that process noise plays a significant
role in the models which have been fit to the data, A method
of comparison which treats unknown initial conditions and vro-
cess noise consists of processing the measurement data via
the EKF with the parameters assumed known, i.e., no parameter
vector is augmented to the dyvamic states. If the EKF is
exe-cised in this manner, first with initiai parameter values
and then with finsl parameters, two measurement profiles are
obtained which can be compared with the actual measurement

data to show system model improvement.

The complete set of predictad measurements and re-
siduals from data Segment I generated by the EKF using param-
eter estimates fixed at their initial values, is shown by
Figure 39. These figures indicate considerable residual time-
correlation indicating definite system modeling errors. 'The
predicted measurements with fixed finali parameter estimates
are given by Figure 40. The excellent improvement in the
residual processes demonstrates the increased modeling accu-
racy achieved with the parameter estimates obtained by the
parameter identification algorithm. The initial and final
parameter values irom Segments II and II1I were not compared

in this manner, though it is expected that a similar modeling

improvement would be indicated.
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TIME tNTO SEGMENT 1 ({vec) TIME INTO SEGMEMT 1 {sac)

(b) Normal Acceleration

Predicted and Actual Measurement
Comparison With Fixed Initial
Parameter Values

Figure 39.
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SECTION VIII
CONCLUSIONS AND RECOMMENDATIONS

SUMMARY AND CONCLUSIONS

An extended Kalman filter algorithm for estimating
aerodynamic parameters from missile flight data has been de-
veloped and evaluated using both simulated and actual flight
test data. The algorithm includes a general purpose 6-DOF
missile airframe model suitable for representing a variety of

missile configurations. Airframe modeling includes the effects
of:

o Time-varying thrust profile

¢  Thrust variation with altitude

° Time-varying mass properties ;
® Standard atmospheric model ;
® Wind versus altitude profiie f
s Thrust misalignment : %
e  CG offsets o
® An extensive generalized aerodynamic _i 3

parameterization.

The extended Kalman filter requires inputs from
various flight date sensors. The measurement options inves- |
tigated in this study are: ]

e - Body-fixed rate gyros

e

° Body-fixed accelerometers 3

@ Angle~-of-attack and sideslip sensors

i



® Position measurement

. Attitude measurements,

Algorithm verification studies and filter sensitiv-
ity studies have been performed using synthetic data from a
thrusting short range interceptor airframe model. Filtering
performance variations resulting from varicous measurement
sets, measurement modeling errors and measurement noise levels

Aerodynamic representations consist-

have been investigated.
ing of a low order "linear’ aerodynamic model as well as more

extensive nonlinear models including up to 36 aerodynamic
Conclusions resulting from the

prarameters were also studied.
verification and sensitivity studies are:

Y The extended Kalman filter is w=ll
suited as an aerodynamic parameter
identification tocl for large scale

airframe modeling.

* The computational burden -- both in core
size and computation time -- are not ex-
cessive for the realistically modeled
example discussed here.

[0 SRS =TT N Yy AP uimn.u—_. y

An additional study was to be performed using synthetic
flight data provided by the Air Force Armament Laboratory,. R |
This data was produced by a six-degrees-of-freedom interceptor o
simulation developed independently from the model discussed
here. No parameter identification was performed as a resul:

of the large serodynamic coefficient variations with Mach
All aercdynamic coefficients varied

number during the flight.
order of 30 percent per second both during boost and ]
]

Several recommended procedures for i

on the
during coast deceleration.
aercdvnamic parameter identification 'with large Mach number

variations are given in Section V.
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A structure identification algorithm alsc has been de-
veloped and evaluated using synthetic measurement data. This
algorithm, used in conjunctlon with the parameier ldentifica-
tion algorithm, can select that model from a candidete family
of aerodynamic models which most likely rroduced the ingput
measurements. The capability of the structure identificatiou
procedure is demonstrated by test cases in which the algorithm
consistently and rapidly selects the correct mcdel strucsture
from three aserodynamic representations -- an ll-parameter
model, a l6-parameter model, and a 20-parameter model.

The identification algorithm has heen used to process
actual flight data from an aerodynamically controlled glide

weapon, This experiment provided an operational test of the
software and exercised all phases of the aerodynamic modeling
procedure. The following tasks were performed in preparation

for parameter identification:

® Interfacing with the flight test agency
so that missile modeling deta, flight
measurement tapes, radar data, etc., could
be obtained, interpreted, and placed in the
proper format required by the ideatification
software.

® An a priori airframe model for use in
perameter identification was developed.
Considerable simplification of the com-
nlex tabular aerodynsmics was required.

¢ The flight data was visnally inspected to
isolate segments suitsble for identification.
Measurement noises, proceuys noises and state
initial conditions were approximated for
three flight segments. ¥lexible data wditing
and plotting capabilities were developed to
assist in this process.

Parameter identification of a 2l-parameter model was
performed feor the three data segments. The resulting residual
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process from the pitch plane measurements appeared well be-~

haved -~ indicating pitch plane modeling to be adequate. The
e roll and yaw plaag measurement residuals indicated model de-

ficiencles in the coupled roll-yvaw dynamics. Various attemptis

t0o add additiocaul parameters failed to improve the residual
hbehavior. Pcssible caucos of these identification difficul-

ties arc:

' Tne & priori model derived from the
wind tunnel data is too simplistic. Com-
plex aerodynamic behavior can be seen in
the wind tunnel aerodynsmic model, which
wos neglected in the s priorl model used
for identification.

¢ " The airframe roll-yaw wmaneuvers during the
three selected flight segmenis wmay be (oo
low in amplitude and freguency to excite
the airframe dynamic modes sufficiently to
allow separantion of the aerodynamic effects
iromprocess and measurement ncis<es.

® The param2ters may be initialized incorrecilly.
Large initizl parameter errors topether with 5
statistically inconsistent initiasl uncertainty i
levelgs may not aliow parameter estimates to
converge to the “correct” values.

. Sign errors in control deflection inputs,
anc/or measuremnents may be present on th2
input data.

[ T y—
UL o IR e AN o Wl

e | i e 7

Irrespective of the difficulties indicated above,
the overall GBU-1% mcdeling exercise was encouraging. A dem- .
onstreiicn of wmodeling improvement aiter identification wus
given for which the extended Kalman filter with parameters fixed

[Eg g,

at their estimated values was used to process flight measure-
ments.  These resulis were compared to a similar case where
the psrameters were fixed at their initial values. A distincet
inodel improvement was demcunstrated by comparing the resicusl

process behavior irom these two cases.
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RECOMMENTATIONS

All studies to date indicate that the EKF psraumeter
identificacion algorithm, together with the general purpase |
missile airframe model and the structure identification soft-~
ware, is a useful tool for aerodyaamic modeling from flight
data. Several recommencdations for improvements ansg modifica-

tion tc the existing software are given bhelow,

® Develsov a well-documented, operational
software puackage.

» Mcdify the software to a‘low identifica-
tion ¢! missile airframes during flight
segments containing large Mach number
variactions. Specific reconmendations
are given in Section V.,

® Ivclude the capability to estimate addi-
tional airframe parameters such as CG
offsets, thrust misalignments, sensor
misalignments eltc.

. Add &4 ranp.om wind medel and perform addi-
tional studies into the effecie of wind
gusts.

Further study into CGBU-15 parsmeter identificaticn
i3 also recommended. A major omission in the GPRI-15 data
processing effort was the failure 1o properly develop and
verify the a priori modei used for parameter ldentillicaiion.
A more extensive a priori model is required and the resulting
model should be verified against existing AFATL GBU-1% simu-
lations. This exercise would ensure a thorough uaderstarding

of the significanrt fespvures ot the wird turnel model and pro-

vide confidence in the overall accuracy of ine u priori modsl.
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APPENDIX A
IDENTIFICATION ALGORITHM OUTPUT

This appendix presents selected plots of sigrnificant
variebles computed during the parameter identification studies
of Secticon V. Five groups of figures are included. These

figures are:

A-1 State estimation errors and predicted
one sigma bounds for the ll-parameter
nominal test case

A-2 Parameter estimation errors and predicted
one sigma bounds for the ll-parameter
nominal test case

A-3 Residual process and residual one sigma
bounds from the ll-parameter nominal test
case

A-4 Parameter estimation errors and predicted
one sigma bounds from the 36-parameter test
case

A-5 Residual process and residual one sigma
bound for the 36G-param * test case

The so0lid lines shown on each figure represent the
one sigmi bounds as predicted by the EKF. The vertical dashes
f£ive the state error, parameter error or residual which oco-

curred at the particular time during filtering.
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APPENDIX B

STRUCTURE IDENTIFICATION USING THE ; '
EXTENDED KALMAN FILTER : ;

) .A.ﬂ.h .,,.‘-.

T calubn

The structure identitication technique used in this
study is based upon the extended Kalman filter and hypothesis : ,

testing theory. A number of hypotheses, Hl' HZ’ e Hn, are
defined; each are associated with a candidate model for the
system structure to be identified. Hi is the hypothesis that
the ith mndel best represents the system. The choice of the
set of hypotheses (or set of candidate model structures) is

based upon the a priori information available about the systen.
The best model structure is th:t stiructure that best approxi-
mates the input-output response of the system. This structure

is found by processing the measurement data independently with

n extenced Kalman filters, as indicated in Figure B-1, with

4

i
i

]
!
!
g

each filter designed according to one of the candidate models
or hypotheses. It is then possible to recursively compute the
probability Py, that the ith model is hest or correct, making
use of the fil%er state estimates, their filter computed co-

o .

variances, and the measurement data. The relative magn.itudes £
of these probabilities provide the basis for selecting ihe o1
model which best represents the data in a statistical sense. ; !

The notation used in Figure B-1 is defined as follows: ¥

Hi Hypothesis that the ith system model
. is correct ¥
' PH {k) Probability that the ith system model 1
1 is correct given the msasurements up

to and including Zy




EKF 25“ DI \ SN
> BASED ON — PH‘(H ‘
MODEL 1 .
i
EKF 23 =X 13
& > BASED ON - —- Py,
MODEL 2 PROBABIL!TY
CALCULATION
L ] L] L ]
[ ] L] L J L3
[ - L )
An + n
EKF - [ g
. BASED ON 2 - - Py )
MODEL n
Figure B-1. Extended Kalman Filter Approach
to Structure ldentification
2y The system output measurement at time, tk
Ei(‘) The predicted value of 2, based upon the
data up to, but not %Rclﬁding gk,for the
EKF based upon the i model
1 one-step predicted measurement residua
;; The e %E edicted ment r dual

at the k step for the EKF associated with
the ith model.

The output of the ith extended Kalman filter immediately
prior to the k" measurement is a state estimate ;i(—) based upon
the first k-1 measurements and knowledge of the past and current
syitem input. This estimate 1s used to predict the value of the
kt

the ith model, i e.,

measurement using the nonlinear system cutput eguation forxr

Ai = i Ai -— -
The one step prediction residuals for the ith EKY are then given
by:

~i _ S 5

Ty =% - (=) (B-2)
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and the residual covariance by: |
stacov|Fiel | = ulpl (o W, g 13-3 Ll
kT =k ~k kK "k Kk K (B-3)
t
where a-1}.1 [ﬁk]' ; ;
i _ . . o
Hk = azgn =L ;i(_) (B-4) P
] ES T :
and P;(-) is the error covariance of §;(m) computed by the ith :
filter. '

" The objective is te¢ use the above filter outputs and .
eguations to compute the probability of zach hypothesis. For :
notational purposes, let:

Zk = {Zly Ez vee _?_-k} (B"s)
Apvpling Baves' rule, we can wrive:
L 1
Y = P(T f
i
— o w 1 - ~
= Pl iz, 2y o)
o i
_ Pz By 2y 50 PAL; 12y 5) |
P('ukl/"k 1) .'
_ I—‘\_zk!H Zk--'l) P(E {2y 1)
= 5 .
: ?_ P(&klnj,zk <) pu\jlzk_l)
i :]nl
thus,
Py, lH,, 2, 4o Tm ;
PHi(“> i wemsmames (B-€ ) ‘ ;
¥ Py , _ Yo
= Plzy By, 2y 5) Py (6-7) ;
J=1 J IS
|
S
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Bac2d upon the assumptions that the system which generates the
data 3is driven only by known inputs and white noise and the
meas.remeats are corrupted only by zero mean white sequences,
then the residuals should be zero mean gaussian sequences if

the 2RI linzarization assumpticon is valid. In this case,

~1i,T iy~1~3
20 %k-1 M

(2ny?ldet s

Pz,
(wﬁ

13
K|

where M is the dimeasion of the residual vector T. and |det S

i i
k k'
denotes the absclute value of the determinate of the matrix Si.

£
‘uj

Eguation B-6 is used recursively to compute the pro-

ability of each hypothesis H, for 1 = 1, 2 +++ 0. It must be

initialized at assumed a priori values for the probability of

each hypothesis, i.e.,

s R it aes

(G) = P(Hil(no measurement )) (B-8)

for i =1, 2, *++« 1. Based on kK measurements, the decision pro-
ceduvre involves selecting the model or hvpothesis which has 4
the largest probability, PH (k). :

i ;

Several comments can be made about the above procedurs:

o The technique evaluates each model on the ;
ability of the associatea EKF vo predict :
future observations (i.e., it is based up- : N

on the one-siep prediction residuals)

@ The decision procadure is 1otally objective

. 3
B X
. . 3
NIRRT, O 3
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The method provides a direct measure of the
confidence lovels {PH_{k)}. Furthernore,
i

the probability calculations are recursive, o

so that considerable computationsl savings 3
can be incurred in cases where thke algorithm )
coaverges rapidly

The technique treats the multinle hynotheses
problem directly

In dealing with a large-scale gystem, one
can perform preliminary calculations to
obtain insight as to the oraer of the sys-
tem and thereby reduce the nurber of
models that need be consicdered. Even with
a large number of models, many c¢f the
PH_(k)'s will quickly converge to zero so

that the associated models can be elimizated
from consideration immediately

The developmeni of the extended Kalman fili-
ter for the i'9 medel is bused on The zs-
sumption that one can efifectively linearize
the nonlinear functions about the state
estimates {X}}. ILjittle ig lnown 2bout the
range of validity ol thigs assumptiion. YHow-
ever, because of the generallr good results
that bhave been obtained with e€xtendsza Kalman
filters, vis—-a-vis other methods in param-
eter identification, it iz a@xpscted that
thev will offer a significzant improvement
for siructure identificat.oa.
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APPENDIX C
TELEMETRY DATA FROM A GBU-15 FLIGHT TELUT

The fiyures corntained in this appendix represent

typical telemerry records used as input measuremeinits for the

zystem idantification exercise performed with the GBu-15
standnf1 glide weanon. Data from Segments I, II and TIY as
defined in Section VII are included. Selected records of

y- ang z-axig accelerometers, pitch, vaw and roll rate gyros,
the a-B sensors, and composite pitch, vaw and roll tail de-
tlectinans are shown. All digitized records are plotted at

19.438 hertz sz provided by AYVATL with data points connected

by strazight lines,
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Figure C-1(g).
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